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Abstract: In this paper infrastructure as a service (IaaS), development and runtime platforms as a service (PaaS), and software and 

business applications as a service (SaaS). Clients not having any resources and data are guaranteed to be available and 

ubiquitously easy to get to by means of Web services and Web APIs “in the Cloud”. In the condition of cloud computing, this 

implies a significant, principle business decision whether to own and preserve a data center or outsource operations to the cloud. 

In Challenges and the opportunities are bond with the availability or performance of software running in the cloud, as well as 

privacy and data control. IT resources that is actually needed; for the service provider, better resource utilization of existing 

infrastructure is achieved through a multi-tenant architecture. In This paper suggest in trade-offs among service quality attributes, 

such as availability, distributed data consistency, service runtime presentation, and privacy in cloud computing. 
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1 INTRODUCTION: 

In recent years, Cloud Computing has become an 

emerging technology that gains wide influence on IT 

systems. Cloud Computing is a distributed computing model 

for enabling service-oriented, on-demand network access to 

rapidly scalable resources [9]. Such resources include 

infrastructure as a service (IaaS), development and runtime 

platforms as a service (PaaS), and software and business 

applications as a service (SaaS). Clients do not own the 

resources, yet applications and data are guaranteed to be 

available and ubiquitously accessible by means of Web 

services and Web APIs “in the Cloud”. 

1.1 Value Proposition 

The main value proposition of Cloud Computing is 

to provide the clients a cost-effective, convenient means to 

consume the amount of IT resources that is actually needed; 

for the service provider, better resource utilization of 

existing infrastructure is achieved through a multi-tenant 

architecture. From a business perspective, Cloud Computing 

is about improving organizational efficiency and reducing 

cost, often coupled with the objective of achieving a faster 

timeto- market. Centrally hosted services with self-service 

interfaces can help to reduce lead times between 

organizational units who use the cloud as a collaborative IT 

environment. Re-usable components, packaged on virtual 

machines, provide a way to exchange working IT solutions. 

Capabilities to allocate and de-allocate shared resources on 

demand can significantly decrease overall IT spending. 

Low-cost access to data centres in different geographical 

regions may further reduce market entry barriers and enable 

new business models. From a technology and engineering 

perspective, Cloud Computing can help to realize or 

improve scalability, availability, and other non-functional 

properties of application architectures. In this paper, we 

focus on the survey on technology perspective, and in 

particular on challenges and opportunities of Cloud 

Computing research related to quality-driven software 

service architectures. These include aspects of availability, 
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runtime performance and power management, as well as 

privacy and distributed data usage.  

1.2 Challenges & Research Questions 

Not all desired architectural properties can be achieved at 

the same time. Trade-off decisions have to be made between 

several (sometimes contradictory) goals, such as: 

1. Increase availability & reliability 

2. Increase performance (latency, throughput) 

3. Increase security and ensure privacy 

1.3 Virtualization  

Which metrics are useful to describe and analyze 

these trade-off decisions? Based on specific software 

architecture styles and solutions: How are these goals 

correlated? How can trade-offs be accounted for during 

application design, how can they be adapted during run-

time? Since several cloud providers succeeded to introduce 

scalable, highly available software components such as 

messages queues or data stores as a service, building a 

software application (as a service) to be deployed in the 

cloud requires new architectural decisions and decision-

making processes. Which cloud services can be adapted as 

components of a new software/service? Using system 

virtualization, multiple virtual machines, which may run 

various operating systems, can be run on a single physical 

machine. In a similar way, storage virtualization provides 

access to a logical storage that abstracts from (possibly 

heterogeneous) physical storage devices. Application 

virtualization provides a virtualized environment that runs 

inside an OS process and provides a platform-independent 

environment for applications (e.g. Java applications running 

in a Java virtual machine).  

1.4 Decision Support 

When building new software applications or 

services that might potentially be deployed in the cloud, 

some decisions are inevitable in different stages of the 

software engineering process. This starts with initial build-

or-buy decisions which lead to subsequent questions of how 

services are operated and who has control over and holds 

responsible for service delivery. For example, use of an in-

house IT department may be compared to the use of third 

party service providers. In the context of cloud computing, 

this implies an important, principle business decision 

whether to own and maintain a data center or outsource 

operations to the cloud. For the different objectives, i.e. 

availability and performance of software running in the 

cloud, as well as questions related to privacy and distributed 

data usage, we give an overview on the state of the art, 

highlight important research questions, and outline 

approaches to tackle the presented challenges.   

2 A SURVEY ON CHALLENGES AND 

OPPORTUNITIES: 

Cloud Computing introduces a number of 

technology and engineering challenges, many of which 

relate to “traditional” requirements of distributed systems, 

which now must be revisited in the context of virtualized 

environments. 

2.1 Availability 

Generally, availability is the degree to which a 

system is operable, that is, capable of producing responses 

to submitted requests. Stronger definitions of availability 

may include objectives with regard to the time window 

allowed for any response to arrive, or the time window 

allowed for the system not to be operable.  

2.1.1 State of the Art 

Availability is a major challenge in the face of 

massive numbers of servers constituting an environment 

where frequent failures are a fact to be coped with. 

Replication of servers and storage is the key technique to 

achieve high availability. CAP states that only two of the 

three properties, transactional consistency (C), high 

availability (A), and resiliency to network partitions (P) can 

be achieved at the same time. In widely distributed systems 

– typical cloud computing environments – partitions are 

considered inevitable, leaving the trade-off between 

consistency and availability. For example, strong 

consistency can be achieved by pessimistic replication 

mechanisms at the cost of availability.  

2.1.2 Goals and Approach 

Cloud computing is widely perceived as a disruptive 

technology shift from on-premise infrastructure, platforms 

andapplications to Internet-centric infrastructure, platform, 

and software services. Moving on-premise applications and 

services into the cloud can improve availability, particularly 

along with the following properties: 

1. Worldwide access 

2. Workload elasticity 

3. Fault-tolerance & disaster-tolerance 

Desktop applications and applications deployed in 

small-scale networks (LANs) are designed to be accessible 

to a group of local users. Although access can be granted to 

remote users in different geographic regions, this is not the 

natural modus operandi of such applications. Moving an 

application into the cloud can simplify access of worldwide 

users. 

Workload elasticity means adapting system resources to 

changing workloads in realtime, i.e. growing under 

increasing workload and shrinking under decreasing 

workload. Vertical scalability – replacing old hardware with 
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new hardware – is not well-suited for providing workload 

elasticity. Horizontal scalability, i.e. partitioning and 

replicating homogeneous system components, on the other 

side, allows incrementally adapting system resources to 

changing workloads.  

Cloud-based application architecture can provide 

improved levels of fault-tolerance compared to locally 

hosted applications – and even disaster-tolerance. 

Infrastructure as a service (IaaS) allows allocating and de-

allocating system resources on demand.  

2.1.3 Research Questions and Challenges 

Cloud computing provides techniques and infrastructure for 

building highly available, Internet-scale applications and 

services.  

1. What are the major trade-off decisions when 

moving into the cloud? The trade-off between 

“availability” and “consistency” serves as a 

prominent example. Other trade-off decisions must 

be identified and evaluated, particularly taking into 

consideration “scalability”, “reliability”, 

“performance” (latency and throughput), and “cost-

efficiency”. 

2. Benchmarking cloud services requires a new set of 

benchmarking tools that consider cloud-specific 

properties, such as practically infinite scalability, 

relaxed consistency guarantees, on demand 

resource allocation and accounting, et cetera.  

3. How can Desktop applications and traditional 

network-based application architectures, such as 

Java EE architectures, profit from the integration of 

cloud services or being moved into the cloud 

altogether?  

4. Which new tools are necessary to facilitate service 

(re-)engineering and migration?  

5. Heterogeneous cloud services and application 

delivery channels demand for integration 

technology. How should a “Cloud Service Bus” be 

designed? 

2.2 Design-time Performance Prediction 

Reasoning about the performance of a software 

system is a key factor that has to be taken into account in 

software development. If performance flaws of a software 

are detected early in the software development process, 

costs and efforts of changing the system to increase the 

performance are lower compared to later changes.  

2.2.1 State of the Art 

Reflecting performance-relevant virtualization 

properties would also allow for choosing between different 

virtualization solutions, as the choice of virtualization 

solutions may have an impact on the application’s 

performance. As the performance heavily depends on the 

hardware resources and the system environment software is 

running on, these factors have to be taken into account for 

performance prediction. Such models are available for 

analyzing the performance of non-virtualized software 

systems, but reusing the models for analyzing software 

running in virtualized and cloud-computing environments 

may lead to imprecise or wrong prediction results.  

2.2.2 Goals and Approach 

To allow for accurate performance predictions of 

software running in virtualized environments, performance-

relevant properties of the virtualization layer have to be 

taken into account.  However, integrating such properties 

into an analysis model is a cumbersome task, as it has to be 

done manually and requires domain knowledge 

To apply the approach to virtualized environments, 

different performance-relevant properties have to be 

regarded, and thus different measurements have to be 

designed.  

2.2.3 Research Questions and Challenges 

To predict the performance of applications running in 

virtualized environments during design-time, the following 

challenges have to be addressed:  

1. What are the performance-relevant properties of 

virtualized environments that can be taken into 

account during design-time? 

2. How to model software for design-time 

performance prediction, and how to include 

performance-relevant properties of virtualized 

environments into the model? 

3. How to integrate such performance-relevant 

properties into performance analyses?  

To automatically detect performance-relevant properties 

of virtualized environments through goal-oriented 

measurements, additional challenges arise:  

1. How to design measurements to detect 

performance-relevant properties in a technology-

independent way? 

2. How to deal with additional load on the system 

which might lead to disturbed measurement 

results? 

2.3 Run-time Performance and Power Management 

Cloud computing and virtualization promise 

substantial reduction of IT operating costs resulting from 

higher energy efficiency and lower system management 

costs. Today, only 12% of x86 server workloads are running 

in virtual machines, however, by 2013 that number is 

expected to rise to 61%. 
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2.3.1 State of the Art  

A meta-model for modeling the virtualization layer 

in detail is not provided. The authors concentrate on 

allocating resources dynamically based on a ”Monitor-

Analyze-Plan- Execute” pattern which takes into account 

evolving system workloads. This approach, however, does 

not provide means to model the mapping of virtualized 

resources to physical resources explicitly.  

2.3.2 Goals and Approach 

To address the challenges of predictable and 

efficient resource management in virtualized data centers 

comprising a Cloud Computing environment, we advocate 

the development of novel techniques for self-adaptive 

management of application performance and energy 

efficiency.  

The goal of these techniques will be to 

continuously optimize the performance and energy 

efficiency of the computing infrastructure by automatically 

reconfiguring resource allocations in response to changes in 

application workloads.  

The specific goals that will be pursued are listed below: 

1. Extend existing performance meta-models for 

component-based software architectures to support 

modeling applications running in cloud computing 

environments.  

2. Develop meta-models for capturing the energy 

efficiency of virtualized data center infrastructures 

taking into account the resource allocations of 

individual hosted applications as well as the 

utilization of system resources. 

3. Develop efficient analysis techniques for solving 

instances of the meta-models. 

4. Develop methods and tools for automatic model 

maintenance during operation through continuous 

monitoring of the service infrastructure.  

5. Develop efficient techniques for self-adaptive 

system reconfiguration at run-time to reflect 

dynamic changes in application workloads.  

2.3.3 Research Questions and Challenges 

1. Can design-time performance prediction techniques 

be simplified and adapted so that they can be used 

for performance prediction at run-time? 

2. At what level of abstraction should services and 

infrastructure components in a cloud computing 

environment be modeled to enable predictability at 

run-time? 

3. What model solution techniques are suitable for 

performance prediction at runtime providing a 

good trade-off between prediction accuracy and 

overhead? 

4. What time-scales are reasonable to apply the 

various online reconfiguration mechanisms? 

5. What workload forecasting techniques are 

appropriate to model the evolution of complex 

workloads composed of multiple usage profiles of 

independent applications running on a shared 

physical infrastructure?  

6. What utility functions are suitable to evaluate the 

quality of alternative system configurations in 

terms of their performance and energy efficiency? 

7. At what level of granularity should application 

workloads and system components be monitored at 

run-time in order to detect changes in workloads 

and operating conditions early enough to be able to 

proactively adapt the system configuration 

accordingly while minimizing the monitoring 

overhead? 

2.4 Privacy in Service-Oriented Computing 

2.4.1 Privacy Problems Introduced through Service 

Orientation 

Due to its advantages, cloud computing will 

replace traditional computing in many fields. Clients will 

not need to maintain a costly computing center and obtain 

software and computing resources as a Service. 

Despite the benefits Service orientation has to 

offer, there are inherent privacy problems. By using 

services, clients lose control over their data. They can not 

control if their data gets copied or misused on the server and 

have to trust the Service provider. Current security 

mechanisms focus on protecting the data from external 

adversaries, for example an adversary eavesdropping data 

transfer between the client and the service. 

2.4.2 State of the Art 

Cryptography offers methods with strong security 

guarantees for scenarios involving different parties while 

one or more party is not fully trusted. There are methods for 

different security models. It is possible to apply these 

methods to services in order to enhance privacy. There are 

cryptographic solutions for two or more parties 

cooperatively computing a certain function over a set of data 

without any party learning anything about the input of other 

parties except what is learned by the output. Using an 

interactive protocol, these secure multiparty computations 

can thus solve all computation related privacy problems.  

The problem is that for each party, the computation 

cost is higher than computing the whole function on the 

complete input without any other party. This makes the 

concept of multiparty computation for outsourcing services 

too expensive and in fact pointless if the client is the only 

one with private input. 
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2.4.3 Goals and Approach 

A major aim of this project is the development of 

novel methods that provide provable privacy guarantees, yet 

are efficient enough to be used in a service scenario. In 

general, these privacy guarantees have to be weaker than 

classical cryptographic notions, but provide a sufficient 

level of protection. Combinations of architectural and 

cryptographic approaches are a promising direction. We 

proposed separations of duties that can be used to enhance 

the privacy of services.  

2.4.4 Research Questions 

We have identified the following challenges: 

1. Security guarantees  

2. What can practical security guarantees that can be 

used in a Software as a Service scenario look like? 

3. What are achievable protection requirements? 

4. How can they be formalized in order to prove the 

level of privacy a service provides? 

5. Realization 

6. How can security guaranties achieved practically? 

7. How can architectural and cryptographic 

approaches be combined in order to enhance 

privacy? 

8. Are there architectures that favor the realization of 

privacy guarantees? 

9. Can reasonable assumptions about hardware (TPM, 

USB smart cards) be used to achieve a certain level 

of privacy that could not be achieved otherwise? 

10. How can services be adapted to achieve certain 

privacy guarantees? 

11. What privacy guarantees can be provided for data 

in services using standard techniques? 

12. How can these techniques be combined efficiently? 

13. How can the level of privacy not well understood 

methods provide be formulated? 

14. What privacy guarantees can be achieved using 

dummy data or dummy queries? 

15. How can dummy queries and dummy data be 

generated in order to achieve the best possible 

practical level of privacy? 

2.5 Distributed Data Usage 

Today’s cloud computing infrastructures usually 

require customers who transfer data into the cloud to trust 

the providers of the cloud infrastructure. This trust extends 

to both confidentiality and integrity of the data. Depending 

on the value of the data, however, not every customer is 

willing to grant this trust without any justification.  

We plan to provide a framework for data-driven 

usage control in the cloud, i.e., the extension of usage 

control by data flow detection concepts. We want to enforce 

usage control properties, or at least detect their violation, not 

for one precisely specified object (one specific data 

container), but rather for all representations of the data, i.e., 

all containers that actually or potentially contain the 

respective object.  

2.5.1 State of the Art 

Enforcement Mechanisms Enforcement 

mechanisms for requirements such as “delete after thirty 

days,” “do not copy,” “notify me when giving away,” “at 

most three copies,” etc., have, for a variety of policy 

languages, been implemented at single layers of abstraction: 

at the operating system level, at the X11 level, for Java the 

.NET CIL and machine languages; workflow systems; 

service-oriented architectures [4]; the level of an enterprise 

service bus; for dedicated applications such as the Internet 

Explorer or in the context of digital rights management. 

From a slightly different perspective, comparable monitors 

are also investigated in grids where resources are 

dynamically assigned and freed, and they are considered in 

the domain of intrusion detection systems. 

2.5.2 Goals and Approach 

The general problem of distributed data usage 

control is concerned with the problem of how to manage 

data once it has been given away. Application domains 

include privacy, compliance with regulations, data 

management in distributed business processes, digital rights 

management, eGovernment, the management of intellectual 

property and, in general, that of secrets. Typical 

requirements include “don’t disseminate,” “notify me when 

giving away my data,” “delete after thirty days,” “don’t 

delete within five years,” etc. The more distributed a system 

is, the more complex the challenge becomes.  

We are convinced that any cloud technology needs 

support and builtin approaches to provide mechanisms for 

the enforcement of distributed usage control policies both at 

the service and the infrastructure levels.  

2.5.3 Research Questions and Challenges 

Requirements and specification of policies Usage 

control policies - at different levels of granularity - need to 

address data, data representations, actions on data or 

representations, and, related, different systems or services 

on which the data representations are stored.  

For instance, profile data in a social network may 

come as data base record, file, or Java object. It may be 

stored in file servers, backup servers, web servers, billing 

systems, etc.  

Enforcement of policies Once policies have been 

specified, they need to be enforced at the different levels of 

abstraction, both vertically within one system and 

horizontally across different systems.  
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3 CONCLUSIONS: 

In this paper, we presented A Survey on Challenges 

and Opportunities of Cloud Computing technology. Such 

challenges and opportunities deal with the availability or 

performance of software running in the cloud, as well as 

privacy and data control. For these research fields, we 

highlighted the current state of the art, and presented 

approaches to mitigate the open problems. We argue that 

Cloud Computing introduces new trade-off decisions in the 

context of quality-driven software service architectures. 

These decisions include trade-offs between service quality 

attributes, such as availability, distributed data consistency, 

service runtime performance, and privacy. We envision a 

structured decision support framework for cloud-based 

architectures that explicitly addresses these trade-offs. 
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