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Preface

Data is one of the essential resources for an organization to perform well. We are 
living in an era that is highly data-driven. From decision-making processes to enhanc-
ing customer experiences, data is involved in almost all business activities. Out of all 
the Petabytes and Exabytes of data, it is the responsibility of organizations to get the 
most benefit out of all the volumes of data residing in humungous databases. This is 
where data integrity and quality are of utmost importance. Ensuring the integrity and 
quality of data enriches the insights of the business operations performed. However, 
confidentiality and safety have been a source of public concern. Quick modifications 
in technologies such as the Internet and electronic trade along with the implementa-
tion of more cultured schemes for gathering, assessing, and making use of private 
data have made confidentiality a key dispute among the public and government. The 
domain of data integrity is thus attracting much attention.

To easily differentiate the two terms, one can ask themselves the following ques-
tions. Data integrity answers the questions such as: When was the data created? 
What is its lifetime? Are the entries consistent? Data quality answers questions such 
as: Is the data relevant? Is the data complete? Is it unique? This quest will help one 
identify the key differences between the two techniques to be employed to churn 
the useful information from the large volumes of data.

Section 1 introduces and explains the concepts of data integrity and data quality. 
Section 2 includes two chapters: “Data Integrity Management for Laboratory of 
the Control of Lifecycle of Domestic Russian Tour Products” and “Analysis and 
Curation of the Database of a Colo-Rectal Cancer Screening Program.” Section 3  
includes one chapter on “Big Data Integration Solutions in Organizations: 
A Domain-Specific Analysis.” Section 4 includes one chapter on “Quality of 
Information within Internet of Things Data.” The final section includes two 
 chapters: “DNA Computing Using Cryptographic and Steganographic Strategies” 
and “Revealing Cyber Threat of Smart Mobile Devices within Digital Ecosystem: 
User Information Security Awareness.”

In writing this book, I have been fortunate to be assisted by technical experts in 
many of the subdisciplines that make up the field of data integrity and quality. 
First and foremost, praises and thanks to God, the almighty, for his showers of 
blessings throughout my efforts to complete this work. I would like to express my 
sincere gratitude to the management at Guru Nanak Institute of Technology for 
providing me with all sorts of support while I completed this book. I am indebted 
to the principal, vice-principal, and head of the Department of Computer Science 
& Engineering for their guidance and encouragement. I am also grateful to my 
colleagues at the GMR Institute of Technology.

I am extremely grateful to my parents for their love, prayers, and sacrifices and for 
educating and preparing me for my future. I am very much thankful to my wife 
J. Nandhini, my son B. S. Haarish Athithiya, and my daughter B.S Josita Varshini 
for their love, understanding, prayers, and continual support as I worked on this 
book. I also give special thanks to my friends who inspire me, and finally, I wish 
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Chapter 1

Introductory Chapter: Data 
Integrity and Quality
Santhosh Kumar Balan

1. Introduction

The significance of data could be employed to escalate the income incision 
expenses or both. The data integrity related software is one of the numbers of an 
assessment tool for evaluating the information. It permits the users to assess the 
confidentiality of the information is rising regularly. Due to these diverse analyses 
are performed on confidentiality safeguarded data integrity the design of fresh 
scheme permits the mining data while attempting to safeguard the confidentiality 
of the users. Many of these schemes are intended for user’s confidentiality but still, 
others are intended on the confidentiality of the organization. It is broadly termed 
as data exploration in repositories which is the significant mining of hidden, 
conventionally indefinite and probably needful data from the information in the 
repositories. The data exploration is required to make logic and usage of infor-
mation. Even though the data exploration in repositories are regularly regarded 
as replacements, and it is crucially a segment of the data exploration process. 
Normally the data integrity, for instance, the information or the data exploration is 
the process of assessing information from diverse viewpoints and abstracting them 
into needful data from diverse angles, classification and abstraction of recognized 
association.

Precisely it is the process of locating synchronization or prototypes among 
dozens of domains in immense relational repositories. Though, it is relatively 
fresh domain the technology still remains the same. The organizations are making 
use of potent computers for straining through immense of supermarket scanner 
information and assess market trends over years. Therefore, the constant improve-
ments in processing the computational power, disk storages and arithmetic 
software are significantly escalating the precision of the assessment while govern-
ing the expenses. The data integrity of fresh and potential prototypes in immense 
information sets is a domain in the ignition. The major feature is to enhance the 
safety for instance identification of interferences. The subsequent feature is the 
possible safety risks imposed on the opponent has its abilities. The confidentiality 
related risks have gained the care of multimedia, legislators, government firms, 
trade and confidential promoters. The data integration edges resume to develop, 
there are diverse prevailing issues examined. The assembly might choose to con-
template in relation to the planning and inaccuracy. These problems comprise but 
are not restricted to the quality of the information, interoperability and stealing 
of assignment and confidentiality. Along with the added features, the technology-
based abilities are crucial where other features might also govern the victory of 
the results [1].
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2. Data quality

The Data Quality which we are maintaining in the data integrity comprises the 
usage of cultured information assessment tools to explore conventionally unfamil-
iar, lawful prototypes and associations in immense information sets. These tools 
could comprise arithmetic prototypes, numerical routines and machine learning 
schemes. Therefore, it comprises gathering, arranging and preserving information 
which comprises assessment and forecast. It could be accomplished on informa-
tion denoted in measurable, text-based, visual, image or hypermedia patterns. The 
applications could make use of selective metrics to assess the information. They 
comprise relationship orders or route assessment, categorization, grouping and 
estimation. Diverse firms gathers and perfectly voluminous extents of information. 
The schemes could be used quickly on the conventional software and hardware plat-
forms for improving the values of the prevailing resources and could be combined 
with the fresh products and systems due to their availability online. The repositories 
and information repositories are becoming more and more attractive and make use 
of the immense volume of information which requires being assessed efficiently. 
The data exploration in repositories could be entailed as the exploration of attrac-
tive, hidden and conventionally unfamiliar data from the immense repositories.

The data integrity repositories might be reasonable instead than a physical 
subgroup of the information depository offered that the information deposi-
tory Database Management Systems which could aid the supplementary supply 
requirements of information mining. If it is possible, it is better to leave a distinct 
it’s repository. In general usage, the terms data integrity and data quality are used 
interchangeably. However, they often have few significant differences between 
each other. Data integrity validates that the data and ensures that it remains 
unaltered throughout its life cycle. Numerous operations such as storing, retriev-
ing, updating, etc., are performed very often on data. The techniques ensure 
that, irrespective of all the operations performed, the data is maintained, just as 
how it was inputted. The data encryption, backup, access controls, validation are 
few practices that maintain data integrity. On the other hand, data is labeled as 
quality data if it is relevant and complete and is suitable to the intended purpose. 
As per the standards, data quality is defined in three different perspectives 
such as from a consumer’s perspective, from a business perspective, and from a 
standard-based perspective.

The Data quality is a multi-layered problem which symbolizes the immense 
disputes in data integrity. The quality of information states the precision and 
fullness of the information. The quality of the information could also be both-
ered based on the framework and reliability of the information which is being 
assessed. The existence of redundant reports, the missing information policies, 
the properness of revisions and human faults could crucially influence the 
efficiency of more intricate it’s schemes which are delicate to the elusive varia-
tions which might prevail over the information. In order to enhance the quality of 
information, it is roughly mandatory to refine the information which comprises 
the eradication of redundant reports, standardizing the values employed to 
symbolize data in the repository [2].

3. Confidentiality safeguarded data integrity

In relation to the quality of the information, the problem is the synchronization 
of various repositories and its software. The synchronization denotes the capabil-
ity of a computational system or information to work with other systems or the 
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information employing usual principles or operations. Synchronization is a crucial 
segment of the immense determination to enhance the linked association and 
data distribution using e-government and native confidentiality edges. For Data 
Integrity, the synchronization of repositories and software is crucial to allow the 
exploration and assessment of diverse repositories consequently and aids in assur-
ing the comforts of its actions of diverse firms. It attempts to partake the benefits 
of the prevailing inherited repositories or that are opening the initially shared 
attempts with other firms or extents of government might practice synchronization 
issues. Likewise, as the firms progress onward with the generation of fresh reposito-
ries and data distribution attempts, they will require resolving the synchronization 
problems during their phases of implementation to better assure the efficiency of 
their schemes [3–6].

The Data Integrity has influenced crucial attention, especially over the past years 
with its immense varieties of applications. In terms of safety concerns, it is consid-
ered advantageous in challenging diverse sorts of risks to the computational system. 
Therefore, the similar methodologies could be employed to generate probable risks 
related to safety. Moreover, the collection of data and assessment attempted by the 
government firms and trade elevates the anxieties related to confidentiality which 
inspires the confidentiality safeguarding in data integrity. The feature of confidential-
ity safeguarding is that it shall be capable to make use of various schemes without 
monitoring the values of private information. But still, the disputes are being explored. 
An additional feature is that the use of its schemes, the opponent can gain access 
private data which cannot be attained using request tools risking the confidentiality of 
peoples. Diverse preliminary analyses are available in confidentiality safeguarded Data 
Integrity. Conversely, there are several problems which require more analyses in the 
conception of data integrity from both confidentiality and safety initiatives [7, 8].

4. Applications

The analytical illustration offers trade buying system greatest of the products 
from the preceding year one could forecast the level of products which requires 
goods for the impending periods. The authentication could verify on the ailments 
such as viral with the exception that it is probable to locate the acknowledgment and 
withdrawal identification in terms of scams. It is employed for diverse objectives in 
both the private and public firms. The organization like banking, insurance, medi-
cals and purchasing normally make use of data integrity to minimize the expenses, 
improve analysis and escalates trades. Consider the insurance and banking organi-
zation employing data integrity applications for identifying scams and aid in threat 
evaluation. The usage of user-related information gathered over the present periods 
the firms could design prototypes which forecasts the threats prevailing to the users 
in terms of credits or regarding the privileges during accident might be false and 
shall be inspected more carefully.

The medical society roughly makes use of data integrity to aid the analysis of 
the efficiency of the scheme or medicines. The medical firms make use of data 
integrity of the chemical substances and genetic components to aid the gover-
nance of studies on fresh management for ailments. The vendors could employ 
the data gathered using attraction programs to evaluate the efficiency of choos-
ing the items and position related choices, voucher offers and the frequency of 
items bought regularly. The firms like telephone service suppliers and music 
clubs could make use to generate a segment assessment to examine which users 
are probable to continue as users and which ones are probably to migrate to the 
opponent [9, 10].
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Chapter 2

Data Integrity Management for 
Laboratory of the Control of 
Lifecycle of Domestic Russian 
Tour Products
Vardan Mkrttchian, Yulia Vertakova and Arsen Symonyan

Abstract

A primary responsibility of domestic tour products is to provide safe and 
efficacious products of appropriate quality to consumers by assuring decisions are 
based on accurate, reliable, truthful, and complete data. This task in this chapter 
is solved on the basis of the authors’ works on Avatar-Based Intellectual Managing 
for Innovation Technologies Transfer in the tourism industry of the Republic 
of Armenia, where citizens of the Russian Federation travel with their internal 
passports, that is, they use it as an internal tour product. The chapter describes the 
entire algorithm of the system, shows the results of the study, which guarantee 
Data Integrity Management for Laboratory of the Control of Lifecycle of domestic 
Russian tour products.

Keywords: Data integrity, management system, laboratory of control, lifecycle, 
domestic tour products, Industrial Internet of Things

1. Introduction

The COVID-19 lockdown has led to the closure of tour industry throughout the 
world an estimated 2.6 Billion people across the world are affected due to the same; 
nearly 186 countries around the world have stopped working due to this global 
pandemic. The rest argue that information technology will help tour industry and 
will eventually be a part of the regular living. However the calendar was disrupted 
and there was a need to stay on the touristic domestic service not only for people 
but also touristic industry. Now the best way to do so was to make use of online 
platforms, online to promote tour products during this pandemic. A primary 
responsibility of domestic tour products is to provide safe and efficacious products 
of appropriate quality to consumers by assuring decisions are based on accurate, 
reliable, truthful, and complete data. This task in this chapter is solved on the 
basis of the authors’ works on Avatar-Based Intellectual Managing for Innovation 
Technologies Transfer in the tourism industry of the Republic of Armenia [1], 
where citizens of the Russian Federation travel with their internal passports, that is, 
they use it as an internal tour product.
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2.  The data integrity management for laboratory of the control of 
lifecycle of domestic Russian tour products

A world-class laboratory has been created at Sochi State University, which 
involves the use of the original Mkrttchian’s technology - multi-agent models of 
intelligent digital twin-avatars [2, 3]. The subject of the laboratory is fully consis-
tent with the section of the priorities of the scientific and technological develop-
ment of the Russian Federation, specified in paragraph 1.1 of this document: “the 
transition to advanced digital, intelligent production technologies, robotic systems, 
new materials and design methods, intelligence “. The scientific profile of the 
laboratory is aimed at “the transition to advanced digital, intelligent production 
technologies” in such an important area for Russia as tourism. In the course of 
scientific and scientific-practical activities, “the creation of systems for processing 
large amounts of data, machine learning and artificial intelligence” will be carried 
out, as provided for by the Priorities of Scientific and Technological Development 
of the Russian Federation. This study is fits into a moment of operational uncer-
tainty and theoretical redevelopment of the nature of tourism in a society marked 
by geopolitical turmoil and declining international security, as well as rapid 
changes at the global level, including the pandemic (COVID-19), which is currently 
posing new challenges for the sector. Today, it is more relevant and appropriate 
than ever to reflect on them, with the new, digital energy of blockchain technology, 
using a fundamental approach to digitalizing the decentralized lifecycle manage-
ment of the domestic Russian tour product with problem-oriented digital twin 
avatars, supply chain, volumetric hybrid and federated-consistent blockchain. The 
goal of the project is theoretical study and practical implementation, in the form of 
basic models and software modules, artificial intelligence algorithms in managing 
the life cycle of an internal Russian tour product. Why at the State Sochi University, 
using the scientific potential of the head and responsible executors of the project, 
the Laboratory for digitalization and management of tour products, using multi-
agent models of intelligent digital twins-avatars, is being created, the purpose of 
these studies is to solve a scientific problem in terms of creating an integrated 
scientific and methodological approach to modeling and design of monitoring 
systems, diagnostics and management of distributed cyber-physical objects and 
processes in the network segments of the Industrial Internet of Things based on the 
convergence of engineering technologies, data mining and in-depth analysis of 
processes, predictive modeling and machine learning. The objectives of the 
research are related to the development of new models, methods and a set of tools 
for digital transformation of monitoring, diagnostics and management of distrib-
uted cyber-physical objects during the transition to the digital economy within the 
framework of the fourth industrial revolution (Industry 4.0). The results of design 
research are needed to synthesize the architecture of a new generation of intelligent 
cyber-physical systems, which represents a multi-agent computing ecosystem. It is 
designed to provide decision support processes based on monitoring events and 
processes at distributed cyber-physical objects of the Russian tourism industry. In 
such systems, there are many cyber-physical objects that receive a huge amount of 
sensory data that cannot be processed by humans in real time. Currently, there are 
no ready-made integrated solutions for modeling and designing distributed moni-
toring and control systems for cyber-physical objects. Despite advances in engi-
neering and knowledge management, the use of this approach for the synthesis of 
cyber-physical monitoring and control systems is still poorly developed. Such 
systems work with a variety of distributed cyber-physical objects, which are, in 
most cases, measuring devices with sensors that collect and accumulate sensor 
data for transmission to a processing center via a telecommunications network. 
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The results of data analysis are used for predictive modeling of the dynamics of the 
development of processes at cyber-physical objects and for making management 
decisions. Cyber-physical monitoring and control systems are needed to automate 
the decision-making process based on data mining. The relevance of the project is 
associated with the need to develop and develop new universal mechanisms for 
modeling and designing cyber-physical systems using new control technologies 
and in-depth analysis of processes at controlled objects of the Russian tour product. 
For in-depth analysis of processes, it is necessary to develop automated technolo-
gies for collecting, storing and intelligent analysis of data obtained from controlled 
cyber-physical objects of the Russian tour product. The scientific novelty of design 
research consists in the creation of a new scientific and methodological approach to 
the modeling and design of cyber-physical systems for monitoring and controlling 
distributed objects and processes in the network segments of the Industrial Internet 
of Things, as well as the methodology for distributed monitoring, diagnostics and 
recovery of these systems during their operation. Scientific and practical signifi-
cance lies in the creation of new technologies and software and tools for the 
synthesis of cyber-physical systems for monitoring and controlling distributed 
objects and processes on the Internet of Things. For in-depth analysis of processes, 
it is necessary to develop automated technologies for collecting, storing and 
intelligent analysis of data obtained from controlled cyber-physical objects of the 
Russian tour product. The scientific novelty of design research consists in the 
creation of a new scientific and methodological approach to the modeling and 
design of cyber-physical systems for monitoring and controlling distributed objects 
and processes in the network segments of the Industrial Internet of Things, as well 
as the methodology for distributed monitoring, diagnostics and recovery of these 
systems during their operation. Scientific and practical significance lies in the 
creation of new technologies and software and tools for the synthesis of cyber-
physical systems for monitoring and controlling distributed objects and processes 
on the Internet of Things. A new generation cyber-physical monitoring and control 
system is implemented in the form of a hyper-converged component-based archi-
tecture of a reconfigurable ecosystem, which performs the functions of multi-agent 
processing of large amounts of sensor data in a computing grid of sensor node 
controllers based on a fog (edge) computing model. The main scientific problem 
solved in the research process is associated with the synthesis of a new approach to 
modeling and designing cyber-physical systems for monitoring, diagnostics and 
control of distributed objects and processes in the network segments of the 
Industrial Internet of Things. Optimization of management is one of the central 
tasks facing the Russian economy. Currently, there is a gradual transition in control 
systems from simple automation to technologies of “smart” or “smart”, and the 
concept of “digital twin” is central to the development of the corresponding 
systems. The existing experimental systems have a number of obvious bottlenecks 
- cyber vulnerability, fragmentation, binding to a specific tour product, etc. The 
use of intelligent avatar technology for the development of twins can eliminate 
bottlenecks, which is detailed in three fundamental monographs of the project 
manager. As a result of the implementation of the proposed scientific research, new 
scientific, scientific, technical and technological digital solutions will be created 
that will provide an innovative and digital transformation of product tour manage-
ment, as well as the development of a typical multi-agent system of intelligent 
avatars for effective management. The expected results correspond to the world 
level of scientific research in this area, as they relate to the development of new 
approaches to monitoring and control of complex geographically distributed 
cyber-physical systems, which are the basis for the implementation of intelligent 
cyber-physical systems of a new generation. The results of the project are 
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components for the creation and implementation of new technologies and systems 
within the framework of the fourth industrial revolution, the transition to a digital 
economy, digital transformation of management processes and decision support. 
The public and social significance of the project is determined by the fact that the 
results of the project are intended for the implementation and development of new 
intelligent cyber-physical systems for managing the tour product of the Russian 
Federation. The main scientific problem solved in the research process is related to 
the synthesis of a new approach to modeling and designing cyber-physical systems 
for monitoring, diagnostics and management of distributed objects and processes 
of creating and implementing an internal tour product in the network segments of 
the industrial Internet of Things. The expected results correspond to the world 
level of scientific research in this area, as they relate to the development of new 
approaches to monitoring and managing complex geographically distributed 
cyber-physical systems, which are the basis for the implementation of intelligent 
cyber-physical systems of a new generation. During the implementation of the 
project, a new multi-agent approach will be developed. Modeling and design of 
modern cyber-physical systems in the industrial Internet of Things. The results of 
the project are components for the creation and implementation of new technolo-
gies and systems within the framework of the fourth industrial revolution, the 
transition to a digital economy, digital transformation of management processes 
and decision support. The results can be used to synthesize new intelligent moni-
toring systems, which prove the practical significance of design research, as well as 
the versatility of the developed models, methods and technologies, which in turn 
will allow the use of tools for creating various geographically distributed cyber-
physical systems for creating and implementing an internal tour product. In the 
process of preparing this article, a new technology for “Data Integrity and Quality” 
was developed. The main area of research is the synthesis and development of 
proactive monitoring technologies for managing the risks of events in geographi-
cally distributed systems of internal tourism products, the following specific 
results:

1. The concept is a methodology of proactive monitoring of events in geographi-
cally distributed systems of the environment based on the collection, consoli-
dation and predictive analysis of big data on normal and emergency situations 
in order to identify possible causes and factors of influence for predictive 
modeling and risk assessment of the occurrence and development of negative 
events, which includes: - methodology for collecting and processing big data 
from distributed sensors, measuring devices.

2. The method of consolidation of large heterogeneous data on critical events, 
accidents and emergency situations with different time and geospatial labels, 
including elimination of duplicates, validation, information noise clean-
ing, formalization in the form of vector and graph models, classification and 
clustering in the space of signs and influence factors, collection of statistics, 
retrospective analysis to establish correlations with similar incidents in the past 
(event patterns).

3. Model and method of ensuring information security for the protection of 
large sensor data in distributed information storage on sensor and mobile data 
collection nodes and in communication channels of the telecommunications 
environment in the process of collection, transmission and storage based on 
distributed ledger technologies (blockchain).
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4. Methods of presenting information about events in the form of time series 
of event characteristics and time series of dynamics of possible factors 
for assessing the risks of occurrence and development of negative events, 
determining correlations with a number of factors and patterns of their 
influence.

5. The method of comparative analysis (benchmarking) of time series of event 
characteristics with time series of influencing factors to determine possible 
correlations between them, selection and assessment of the sensitivity and the 
degree of influence of factors on the occurrence of accidents and emergency 
situations.

Figure 1. 
Diagram on problem-oriented digital twins-avatars, supply chain, 3D-hybrid, federated & coordinated 
blockchain and domestic tour product whole seller monitoring for data integrity management.

Figure 2. 
One geometry of the designed basic antenna for monitoring data integrity management.
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Figure 1. 
Diagram on problem-oriented digital twins-avatars, supply chain, 3D-hybrid, federated & coordinated 
blockchain and domestic tour product whole seller monitoring for data integrity management.

Figure 2. 
One geometry of the designed basic antenna for monitoring data integrity management.
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Figure 5. 
3D normal blockchain for monitoring data integrity management.

6. Predictive model for predictive assessment of the risks of occurrence and  
development of similar critical events, accidents and emergency situations.

7. A method of visualizing the results of proactive monitoring with geospatial 
and temporal reference on mobile communications.

The main result of design research is the creation and development of an 
approach to proactive volume monitoring of the domestic tour products using 

Figure 3. 
Two geometry of the designed basic antenna for monitoring data integrity management.

Figure 4. 
Four geometry of the designed basic antenna for monitoring data integrity management.
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Blockchain Network- with problem-oriented digital twins-avatars, supply chain, 
3D-Hybrid, federated & coordinated blockchain [1–3] (Figure 1) and the developed 
antenna array [2, 4–16] (Figures 2–4) and Blockchain was development from 3D 
normal, 3D hybrid, and 3D hybrid, federated & coordinated (Figures 5–7) [2].

This chapter presents the design reader array antenna operates, for correspond 
to IoT applications for monitoring domestic tour product. The antenna was 
performed using federative blockchain. The configuration presents a good perfor-
mance in terms of gain and bandwidth compared with the designed single and array 
antenna. The increase in the number of radiating elements improves the antenna 
performances especially the gain. This structure will be a good solution for IoT 

Figure 6. 
3D hybrids blockchain for monitoring data integrity management.

Figure 7. 
3D hybrids, federated and coordinated blockchain for monitoring data integrity management.
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applications. As perspective of this work, fabrication and measurement should be 
done to confirm the simulated results.

3. Conclusion

The chapter describes the entire algorithm of the system, shows the results 
of the study, which guarantee Data Integrity Management for Laboratory of the 
Control of Lifecycle of domestic Russian tour products. As a result of the research, 
key technologies of the of “Industry 4.0” era were identified, their characteristics 
and role in use were given. Conclusions are made that the introduction of these 
technologies will favorably affect productivity, revenue growth, employment and 
investment. In the conclusion the detailed description of various areas of using the 
Internet of things in activity of the domestic tourist organizations is resulted. The 
study allows us to conclude that the digitalization of the touristic sector will entail 
the release of better products. In addition, Industry 4.0 will lead to the creation of 
more flexible systems, the participants of which will exchange information via the 
Internet, which in turn will significantly increase labor efficiency and reduce costs 
in domestic tour production processes and data Integrity management.

© 2021 The Author(s). Licensee IntechOpen. This chapter is distributed under the terms 
of the Creative Commons Attribution License (http://creativecommons.org/licenses/
by/3.0), which permits unrestricted use, distribution, and reproduction in any medium, 
provided the original work is properly cited. 
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Abstract

Data collection in health programs databases is prone to errors that might 
hinder its use to identify risk indicators and to support optimal decision making in 
health services. This is the case, in colo-rectal cancer (CRC) screening programs, 
when trying to optimize the cut-off point to select the patients who will undergo 
a colonoscopy, especially when having insufficient offer of colonoscopies or 
temporary excessive demand. It is necessary therefore to establish “good practice” 
guidelines for data collection, management and analysis. With the aim of improv-
ing the redesign of a regional CRC screening program platform, we performed an 
exhaustive analysis of the data collected, proposing a set of recommendations for its 
correct maintenance. We also carried out the curation of the available data in order 
to finally have a clean source of information that would allow proper future analy-
ses. We present here the result of such study, showing the importance of the design 
of the database and of the user interface to avoid redundancies keeping consistency 
and checking known correlations, with the final aim of providing quality data that 
permit to take correct decisions.

Keywords: colo-rectal cancer screening program, health data,  
data analysis and curation, data coherence, data integrity

1. Introduction

Big Data and Artificial Intelligence are revolutionizing medicine, although they 
require large amounts of data [1]. Healthcare is an information-intensive activity 
that produces large quantities of structured (laboratory data) and non-structured 
(images, texts, etc.) data, from laboratories, wards, operating theaters, primary care 
organizations. Also, the amount of these data will surely highly increase in the near 
future due to the interconnection of medical devices via the Internet of Things [2].

Electronic Health Record Databases (EHRD) quality and interoperability [3] 
is one hot topic in Health Data Science. However, the data captured in EHRD is 
not available just from well-designed and maintained databases controlled by an 
administrator and curated by an IT Department, but, contrarily, it is composed 
of non-unified, redundant, and often replicated information that come from 
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numerous independent e-health service providers (hospital, primary services, 
regional governments). Therefore, to assure the quality of the data, new processes 
are required from origin to final service generation through an appropriate data 
governance.

We can expect that new technologies such as blockchain will reduce this problem, 
introducing data interoperability, and security [4] and by the adoption of international 
standards for EHRD (Reference Model, ISO/DIS 13606–2, OpenEHR) [5–8]. However, 
we are just in the time when leveraging the power of health data to improve clinical or 
administrative decisions still requires an important effort to ensure the requested data 
quality. In this regard, many research studies discuss different approaches to improve 
quality and curation [9] and to deploy new advanced services [2].

There have been several works addressing this problem of data analysis and 
curation of health information systems [10–13]. This chapter focuses on data quality 
analysis of electronic medical records and, in particular, of the database of the 
colorectal cancer screening programme of the Spanish region of Aragón.

The colo-rectal cancer (CRC) screening program of Aragón started in 2014 
and, as many other similar programs in the world, is based on the result of a fecal 
immunohisto-chemical test (FIT) and is focused on medium risk population (ages 
between 50 and 69 years, without family history of CRC and without the presence 
of colon diseases, colectomy, or irreversible terminal diseases such as Alzheimer’s). 
The result of this test determines whether it is necessary to perform a colonoscopy 
(positive cases) or the patient will be screened again after a predefined period.  
The objective of the program is to diagnose the colo-rectal cancer in its early stage 
and/or to remove precancer polyps before they may evolve to potential  
malignant tumors.

One of the difficulties/limitations that this type of programs usually encounters 
is the insufficient offer of colonoscopies, or the excessive demand derived from 
positive FIT cases in the invited population. It is necessary therefore to analyze the 
historical information to define a set of data-based risk indicators than can support 
the decision-making process in public health services, trying to set the least harm-
ful criteria for selecting the patients who will finally undergo the colonoscopy. It is 
then clear the importance of the quality of the information stored concerning the 
clinical data of the patients participating in the program as well as the information 
of the tests carried out, the results of the colonoscopies and the associated patho-
logical data.

Data collection, if performed by humans, is prone to filling errors. These 
potential errors can be reduced by a proper design of the database and of the user 
interface, avoiding redundancies, keeping consistency and checking known cor-
relations. Therefore, it is necessary to establish “good practice” guidelines for data 
collection and management. With the aim of improving the redesign of the current 
platform, we carried out an exhaustive analysis of the data collected in the Aragón’s 
regional colo-rectal screening program from 2014 to 2018. This analysis revealed 
considerable data noise, so we proposed a list of recommendations to improve their 
quality. We also carried out a curation process of the available data in order to have a 
clean source of information that would allow proper future analyses.

The recommendations arose from the identification of a series of assumptions 
and restrictions that the platform should contain to comply with the integrity, 
coherence and consistency of the data and, therefore, to mitigate the noise. They 
covered from the default value of each variable, its range, its mandatory character 
and the redundancy control, to other types of suggestions that include possible con-
straints on their values, relationships between variables, creation of new variables 
that may facilitate the analysis and possible warnings or alerts that could help the 
user to perform a correct data filling.
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The chapter is organized as follows. In the first section, the database analyzed is 
described. Section 2 introduces some basic principles with respect to data integrity, 
consistency and coherence that any data manager must adhere to in order to ensure 
the data quality and presents some examples of the data analysis undertaken and 
a number of recommendations with the aim of complying with these principles. 
Decisions taken retrospectively are then introduced into the data healing process 
in order to obtain a clean source of information from which to draw knowledge 
for further analyses. Finally, the last section includes the conclusions of the 
entire study.

2. Description of the database

All the information of the CRC screening program in the region of Aragón 
(Spain) is stored in a centralized database that is fed from other external databases 
and from the personal information of the patient that is filled by hospital staff 
through a user-interface (UI) tool. This UI is a web application on which the patient 
information is displayed and managed. The information that contains comes from 
the different public hospitals in Aragón: San Jorge Hospital, Barbastro Hospital, 
Miguel Servet University Hospital, Lozano Blesa University Clinical Hospital, 
Ernest Lluch Hospital, Obispo Polanco Hospital of Teruel and Alcaniz Hospital. 
Therefore, the staff who use the platform have different roles, belong to different 
hospitals and have different degree of training. This means that the application 
must be as intuitive as possible, as well as to comply with sufficient checks to handle 
the data relationships correctly, reducing possible errors as much as possible during 
the data collection. This translates the problem to the good design of the database.

Furthermore, it is quite common in public institutions to have several contracts 
with different private companies in a short period of time. This usually implies 
waste of time in understanding, adapting and changing the structure to the way 
of working of each of company. Therefore, it makes even more sense to estab-
lish a good database design and architecture that allows its correct growth and 
maintenance.

In particular, this section explains the characteristics of the database of the 
colo-rectal cancer screening program of Aragón between 2014, when the program 
started, and 2018. In the following sections, the inconsistences found in its design 
and, therefore, in the data quality are exposed and a series of recommendations 
(and “good practices”) are proposed to comply with data integrity, coherence and 
consistency as much as possible.

The existing database model is here explained in inverse order to the actual 
development of the database. First the final result is explained (relational model) 
and then the underlying model (entity-relationship model) is discussed [14].

2.1 Relational model

The database tables analyzed contain the following data information which is 
extracted from different sources of information:

• Patient: Basic demographic information on target patients. This information is 
extracted from the User Database (BDU) of the corresponding health area.

• Exclusion: Information on temporary or permanent exclusions to the 
program, which are similar to exclusion criteria of other CRC screen-
ing programs in Spain. Exclusions may be due to family history of 
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numerous independent e-health service providers (hospital, primary services, 
regional governments). Therefore, to assure the quality of the data, new processes 
are required from origin to final service generation through an appropriate data 
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standards for EHRD (Reference Model, ISO/DIS 13606–2, OpenEHR) [5–8]. However, 
we are just in the time when leveraging the power of health data to improve clinical or 
administrative decisions still requires an important effort to ensure the requested data 
quality. In this regard, many research studies discuss different approaches to improve 
quality and curation [9] and to deploy new advanced services [2].

There have been several works addressing this problem of data analysis and 
curation of health information systems [10–13]. This chapter focuses on data quality 
analysis of electronic medical records and, in particular, of the database of the 
colorectal cancer screening programme of the Spanish region of Aragón.

The colo-rectal cancer (CRC) screening program of Aragón started in 2014 
and, as many other similar programs in the world, is based on the result of a fecal 
immunohisto-chemical test (FIT) and is focused on medium risk population (ages 
between 50 and 69 years, without family history of CRC and without the presence 
of colon diseases, colectomy, or irreversible terminal diseases such as Alzheimer’s). 
The result of this test determines whether it is necessary to perform a colonoscopy 
(positive cases) or the patient will be screened again after a predefined period.  
The objective of the program is to diagnose the colo-rectal cancer in its early stage 
and/or to remove precancer polyps before they may evolve to potential  
malignant tumors.

One of the difficulties/limitations that this type of programs usually encounters 
is the insufficient offer of colonoscopies, or the excessive demand derived from 
positive FIT cases in the invited population. It is necessary therefore to analyze the 
historical information to define a set of data-based risk indicators than can support 
the decision-making process in public health services, trying to set the least harm-
ful criteria for selecting the patients who will finally undergo the colonoscopy. It is 
then clear the importance of the quality of the information stored concerning the 
clinical data of the patients participating in the program as well as the information 
of the tests carried out, the results of the colonoscopies and the associated patho-
logical data.

Data collection, if performed by humans, is prone to filling errors. These 
potential errors can be reduced by a proper design of the database and of the user 
interface, avoiding redundancies, keeping consistency and checking known cor-
relations. Therefore, it is necessary to establish “good practice” guidelines for data 
collection and management. With the aim of improving the redesign of the current 
platform, we carried out an exhaustive analysis of the data collected in the Aragón’s 
regional colo-rectal screening program from 2014 to 2018. This analysis revealed 
considerable data noise, so we proposed a list of recommendations to improve their 
quality. We also carried out a curation process of the available data in order to have a 
clean source of information that would allow proper future analyses.

The recommendations arose from the identification of a series of assumptions 
and restrictions that the platform should contain to comply with the integrity, 
coherence and consistency of the data and, therefore, to mitigate the noise. They 
covered from the default value of each variable, its range, its mandatory character 
and the redundancy control, to other types of suggestions that include possible con-
straints on their values, relationships between variables, creation of new variables 
that may facilitate the analysis and possible warnings or alerts that could help the 
user to perform a correct data filling.
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a number of recommendations with the aim of complying with these principles. 
Decisions taken retrospectively are then introduced into the data healing process 
in order to obtain a clean source of information from which to draw knowledge 
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In particular, this section explains the characteristics of the database of the 
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started, and 2018. In the following sections, the inconsistences found in its design 
and, therefore, in the data quality are exposed and a series of recommendations 
(and “good practices”) are proposed to comply with data integrity, coherence and 
consistency as much as possible.

The existing database model is here explained in inverse order to the actual 
development of the database. First the final result is explained (relational model) 
and then the underlying model (entity-relationship model) is discussed [14].

2.1 Relational model

The database tables analyzed contain the following data information which is 
extracted from different sources of information:

• Patient: Basic demographic information on target patients. This information is 
extracted from the User Database (BDU) of the corresponding health area.

• Exclusion: Information on temporary or permanent exclusions to the 
program, which are similar to exclusion criteria of other CRC screen-
ing programs in Spain. Exclusions may be due to family history of 



Data Integrity and Quality

24

CRC, presence of colonic disease, colectomy, irreversible disease (e.g., 
Alzheimer), previous negative FIT result, or previous negative colonoscopy 
outcome. This information is automatically dumped into the table from 
different health system databases, such as OMI-AP (clinical information 
of patients attended in primary care), CMBDH (clinical information of 
patients attended in hospital), HP-His (clinical information of ambulatory 
patients) and BDU (User Database).

• Correspondence: Information from the letters sent to patients along their 
stay in the program. The process of sending letters is carried out manually by 
administrative staff through the platform, according to the hospital’s criteria, 
using the target population (60–69 years), excluding those in the exclusion 
table. Administrative staff is in charge of setting dates, choosing the number 
of patients to send the letter and gathering positive results. This process is time 
costly and prone to errors, requiring additional validation.

• Test: Information about the tests performed on patients throughout the 
program. In particular, the tests carried out are the following:

 ○ Fecal immunochemical test (FIT): The result of this test comes from 
several laboratories, whose information is automatically uploaded to 
the table. This implies the need for a homogenization process for the 
information provided by the different labs, which might also provoke 
misunderstandings and associated errors.

 ○ Colonoscopy: The anatomo-pathological results of this test comes from 
several pathology laboratories, whose information is translated to the 
tables by health staff, which may also imply additional errors. Regarding 
the findings, the tables distinguish between the information about 
polyps and cancer lesions detected in the colonoscopy.

The whole information regarding the test procedure, preparation, exploration 
and findings is analyzed and entered into the platform by health professionals with 
different roles.

In summary, the information in the database comes from different external 
databases whose information is automatically dumped as well as from data filling 
by hospital staff with different roles. In these situations where several agents are 
involved and different information is crossed, we must ensure a good database 
design, proper data integration and an appropriate data checking and validation.

2.2 Entity-relationship model

The entity-relationship model facilitates the representation of the relationships 
between the entities. The main objectives of having an entity-relationship model 
are [14, 15]:

• To allow a high degree of independence between the application/platform and 
the internal representation of data.

• To provide a solid basis for addressing data consistency and redundancy.

Figure 1 shows the entity-relationship diagram of our database that represents 
the relationships between the entities. For simplicity, these relationships are shown 
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in the diagram by means of the Chen notation [16]. The main relationships among 
data that may be found in the database of the colo-rectal cancer screening pro-
gram are:

• One patient belonging to the target population may not have any invitation 
since their invitation to the program has not been processed yet, or may have 
received more than one invitation to the program over the years (1–0:n).

• A patient may (or may not) be excluded from the program (0:1–0:n) for several 
reasons. As mentioned above, this exclusion may (or may not) be due to a 
negative FIT result or colonoscopy findings (0:1–0:1).

• The target patient decides whether (or not) to undergo an FIT and also a 
colonoscopy if the FIT result is positive (1–0:n).

• In each colonoscopy, findings can be detected (or not) such as cancer lesions 
and/or polyps (1–0:n).

The fields for each entity are presented below. In total, the database contains 
about 140 fields.

Figure 1. 
Entity–relationship model using Chen notation.



Data Integrity and Quality

24

CRC, presence of colonic disease, colectomy, irreversible disease (e.g., 
Alzheimer), previous negative FIT result, or previous negative colonoscopy 
outcome. This information is automatically dumped into the table from 
different health system databases, such as OMI-AP (clinical information 
of patients attended in primary care), CMBDH (clinical information of 
patients attended in hospital), HP-His (clinical information of ambulatory 
patients) and BDU (User Database).

• Correspondence: Information from the letters sent to patients along their 
stay in the program. The process of sending letters is carried out manually by 
administrative staff through the platform, according to the hospital’s criteria, 
using the target population (60–69 years), excluding those in the exclusion 
table. Administrative staff is in charge of setting dates, choosing the number 
of patients to send the letter and gathering positive results. This process is time 
costly and prone to errors, requiring additional validation.

• Test: Information about the tests performed on patients throughout the 
program. In particular, the tests carried out are the following:

 ○ Fecal immunochemical test (FIT): The result of this test comes from 
several laboratories, whose information is automatically uploaded to 
the table. This implies the need for a homogenization process for the 
information provided by the different labs, which might also provoke 
misunderstandings and associated errors.

 ○ Colonoscopy: The anatomo-pathological results of this test comes from 
several pathology laboratories, whose information is translated to the 
tables by health staff, which may also imply additional errors. Regarding 
the findings, the tables distinguish between the information about 
polyps and cancer lesions detected in the colonoscopy.

The whole information regarding the test procedure, preparation, exploration 
and findings is analyzed and entered into the platform by health professionals with 
different roles.

In summary, the information in the database comes from different external 
databases whose information is automatically dumped as well as from data filling 
by hospital staff with different roles. In these situations where several agents are 
involved and different information is crossed, we must ensure a good database 
design, proper data integration and an appropriate data checking and validation.

2.2 Entity-relationship model

The entity-relationship model facilitates the representation of the relationships 
between the entities. The main objectives of having an entity-relationship model 
are [14, 15]:

• To allow a high degree of independence between the application/platform and 
the internal representation of data.

• To provide a solid basis for addressing data consistency and redundancy.

Figure 1 shows the entity-relationship diagram of our database that represents 
the relationships between the entities. For simplicity, these relationships are shown 

25

Analysis and Curation of the Database of a Colo-Rectal Cancer Screening Program
DOI: http://dx.doi.org/10.5772/intechopen.95899

in the diagram by means of the Chen notation [16]. The main relationships among 
data that may be found in the database of the colo-rectal cancer screening pro-
gram are:

• One patient belonging to the target population may not have any invitation 
since their invitation to the program has not been processed yet, or may have 
received more than one invitation to the program over the years (1–0:n).

• A patient may (or may not) be excluded from the program (0:1–0:n) for several 
reasons. As mentioned above, this exclusion may (or may not) be due to a 
negative FIT result or colonoscopy findings (0:1–0:1).

• The target patient decides whether (or not) to undergo an FIT and also a 
colonoscopy if the FIT result is positive (1–0:n).

• In each colonoscopy, findings can be detected (or not) such as cancer lesions 
and/or polyps (1–0:n).

The fields for each entity are presented below. In total, the database contains 
about 140 fields.

Figure 1. 
Entity–relationship model using Chen notation.



Data Integrity and Quality

26

Patient entity. The patient entity contains 12 attributes with basic patient demo-
graphic information in addition to his/her identifier. These fields are related to the 
date of birth, sex, the round in which the program is at the time in which the patient 
was enrolled, as well as the place of residence, the health district and the hospital to 
which the patient belongs.

Exclusion entity. The exclusion entity contains 6 attributes related to the period 
of exclusion from the program (date of exclusion and, in the case of temporary 
exclusion, the date of inclusion), the reason for exclusion, a number that determines 
the priority of exclusion, a binary field that determines whether the exclusion was 
entered manually and a free text field for comments. If a patient had more than 
one exclusion, the one with the highest priority prevails. As shown in Figure 1, in 
addition to these fields, the table contains the unique exclusion identifier, the patient 
identifier, and the test identifier if the exclusion was due to such test.

Correspondence entity. The correspondence entity contains 8 attributes which 
are as follows: the time when the correspondence was sent (date and time), the type 
of correspondence sent to the patient (invitation to the program, FIT result, date 
of scheduled colonoscopy), the round in which the patient was enrolled at the time 
when the correspondence was received, a binary field that determines if the patient 
agreed to participate in the program, a binary field that determines if the test 
recipient was received successfully, a binary field that determines if the patient was 
included in the program on demand and a free text field for notes. In addition, the 
table contains the unique identifier of the correspondence and the patient identifier.

Test entity. The entity related to the tests of the screening program contains a 
large number of attributes (>80). For simplicity, we present here only a high-level 
description with additional detail for the most relevant aspects. Specifically, the 
entity contains attributes related to the patient’s condition prior to the test and after 
ending the patient’s cycle (round, if the cycle ended, the reason for such ending and 
the patient’s situation after finishing the round).

Regarding the FIT inheritance table, the fields are associated with the date 
of the interview at primary care, the date of the test and the result of the test. In 
particular, a field for continuous values of blood concentration in feces (ng/ml), a 
binary field that determines whether the test was positive and fields that determine 
whether the sample and the test were correct.

Concerning the colonoscopy inheritance table, it contains a big number of fields 
related to the following information: basic colonoscopy information (date and time 
of the scheduled colonoscopy, whether it was performed or not, actual date and 
time of the colonoscopy and the reason for being performed), colonoscopy prepara-
tion (drugs, tolerance, modality, colonic preparation and Boston scale [17]), the 
process during the colonoscopy (tolerance, which zone was reached, the duration, 
adequacy of the colonoscopy, etc.), the treatment used during the colonoscopy 
(type of sedation, type of endoscopic treatment, etc.), the findings found during 
the colonoscopy (main result: normal colonoscopy, non-neoplastic pathology, 
polyps, polyposis, cancer, cancer associated with polyposis; risk degree: no risk, 
low risk, medium risk, high risk and cancer; number of polyps, adenomas, cancer 
lesions), with the possible complications after the operation (type of complication, 
whether hospitalization was required and if the patient passed away within the 
following 30 days…) and possible repetitions of the colonoscopy if required.

Polyp entity. The polyp entity contains, in addition to the identifier of each 
polyp and the colonoscopy test identifier, 12 attributes concerning the order, size, 
histology, dysplasia, shape and location of the detected polyp as well as the method 
for the polypectomy performed, the treatment, the removal performed, etc.

Cancer lesion entity. The cancer lesions entity contains, in addition to the identi-
fier of each lesion and the colonoscopy test, 12 attributes related to the order, size, 

27

Analysis and Curation of the Database of a Colo-Rectal Cancer Screening Program
DOI: http://dx.doi.org/10.5772/intechopen.95899

histology, location of the lesion detected, as well as the stage of the cancer lesion, 
presence of occluding structure, the type of primary resection and the type of 
chemotherapy or radiotherapy if applied.

The entity relation model is therefore clear and well defined. However, we 
should not forget that, in these situations where several agents are involved and 
different information is crossed, we must ensure proper data integration from a 
correct database design. This is analyzed in the next section.

3. Analysis and recommendations

An incorrect design of the database and/or the platform often ends up with 
deficiencies, noise and mistakes in the data, which might prevent a rigorous 
analysis. In order to have information of sufficient quality to guide appropriate 
clinical decisions, it is necessary to follow basic principles for data collection and 
management.

The underlying overall objective of the chapter, and of this section in particular, 
is to establish from a general perspective, a set of basic principles regarding the 
integrity, consistency and coherence of data that must be met by any data manage-
ment system. In particular, for our case study, we thoroughly analyzed whether 
each of these principles was met and, if not, we proposed a series of recommenda-
tions to mitigate the noise of the data and improve the quality of data management. 
In this analysis it was fundamental to work in a multidisciplinary team with bio-
medical, statistical and database experts.

The derived recommendations correspond to prospective improvement actions 
related to data filling, platform characteristics and database design. However, if the 
information is intended to be used retrospectively, it is also necessary to carry out 
an additional data curation action. In the following section we explain this curation 
process in our case study.

In summary, the underlying objective is to highlight the importance of an effec-
tive data governance [18, 19], a concept that refers to the ability of an organization 
to guarantee high quality data throughout its lifecycle, ensuring principles such as 
availability, easy use, consistency, integrity and security of data. The data manager 
must ensure such data governance principles and processes.

This concept is crucial as organizations rely more and more on data analysis to 
optimize their processes and to take relevant decisions [20]. In our particular case, 
quality data are essential to extract statistical information such as the screening 
program indicators, or to carry out studies with the objective of improving the 
overall healthcare system. Some examples are the establishment of the cut-off point 
to undergo a colonoscopy, a risk analysis to identify risk factors and decisions taken 
to minimize the undetected lesions, but always based on data evidence.

3.1 Principles

Some of the basic principles, related to data integrity, coherence and consis-
tency, that we analyzed are the following:

• Information utility: All fields defined in the database (or variable to be intro-
duced in the platform) must be filled for some entity (or record).

• Maintenance of consistency: The database or data manager must ensure the 
stability of the information to any change in the procedure/process and/or to 
any data dump from an external database.
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histology, location of the lesion detected, as well as the stage of the cancer lesion, 
presence of occluding structure, the type of primary resection and the type of 
chemotherapy or radiotherapy if applied.

The entity relation model is therefore clear and well defined. However, we 
should not forget that, in these situations where several agents are involved and 
different information is crossed, we must ensure proper data integration from a 
correct database design. This is analyzed in the next section.

3. Analysis and recommendations

An incorrect design of the database and/or the platform often ends up with 
deficiencies, noise and mistakes in the data, which might prevent a rigorous 
analysis. In order to have information of sufficient quality to guide appropriate 
clinical decisions, it is necessary to follow basic principles for data collection and 
management.

The underlying overall objective of the chapter, and of this section in particular, 
is to establish from a general perspective, a set of basic principles regarding the 
integrity, consistency and coherence of data that must be met by any data manage-
ment system. In particular, for our case study, we thoroughly analyzed whether 
each of these principles was met and, if not, we proposed a series of recommenda-
tions to mitigate the noise of the data and improve the quality of data management. 
In this analysis it was fundamental to work in a multidisciplinary team with bio-
medical, statistical and database experts.

The derived recommendations correspond to prospective improvement actions 
related to data filling, platform characteristics and database design. However, if the 
information is intended to be used retrospectively, it is also necessary to carry out 
an additional data curation action. In the following section we explain this curation 
process in our case study.

In summary, the underlying objective is to highlight the importance of an effec-
tive data governance [18, 19], a concept that refers to the ability of an organization 
to guarantee high quality data throughout its lifecycle, ensuring principles such as 
availability, easy use, consistency, integrity and security of data. The data manager 
must ensure such data governance principles and processes.

This concept is crucial as organizations rely more and more on data analysis to 
optimize their processes and to take relevant decisions [20]. In our particular case, 
quality data are essential to extract statistical information such as the screening 
program indicators, or to carry out studies with the objective of improving the 
overall healthcare system. Some examples are the establishment of the cut-off point 
to undergo a colonoscopy, a risk analysis to identify risk factors and decisions taken 
to minimize the undetected lesions, but always based on data evidence.

3.1 Principles

Some of the basic principles, related to data integrity, coherence and consis-
tency, that we analyzed are the following:

• Information utility: All fields defined in the database (or variable to be intro-
duced in the platform) must be filled for some entity (or record).

• Maintenance of consistency: The database or data manager must ensure the 
stability of the information to any change in the procedure/process and/or to 
any data dump from an external database.
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• Redundancy control: Each register should be uniquely identified. A good 
database design avoids having more than one field identifying the same 
event.

• Clarity of the data dictionary: The information of each field of the database (or 
variable to be introduced in the platform) must be clearly established without 
any doubt for any user. The information of the field is related to:

 ○ Name of the field

 ○ Description of the field (unambiguity of the information)

 ○ Mandatory

 ○ Data type

 ○ Default value

 ○ Range of values

 ○ Primary key or foreign key

 ○ Table to which it belongs

• Management of relationships: The relationships between the fields of the 
database (or variables in the platform) must be established clearly.

• Control fields in the tables: Fields that identify the creation date, last change date, 
deletion date, deletion bit, creation user, last change user/process and deleted 
user/process allow to control the process changes in the data management.

Without loss of generality, we present in this section the analysis of these prin-
ciples for the fields analyzed and introduce general and specific recommendations 
to comply with these principles and guarantee good data quality.

Information utility. First, the completeness of the fields in the database tables 
(about 140 fields) was analyzed. We detected two fields that were not filled, and 
eight fields defined in the database that were not filled for any entity. The latter can 
be variables that were defined at the beginning but were never used. To comply with 
the principle of useful information and to maintain a clean database, these variables 
should be removed.

Consistency of the information. First and regarding procedure changes, we 
detected some variables that were no longer used from a certain time; in particular, 
examples are the binary field that determines whether the patient agrees to partici-
pate in the program and the field that determines whether the patient was included 
in the program on request. Figure 2 displays the time graph that represents the 
completeness of these variables over time, where the value 1 indicates completion. 
As can be seen, from mid-2016, the variables were not completed even once. In this 
case, and in order to maintain the consistency of the information, from that date 
of change, the variable should disappear from the platform and the values in the 
database should be filled to null by default.

Another example concerns the type of correspondence. Currently (from 2017) 
3 types of correspondence are delivered: invitations to the program, notification of 
negative FIT result and notification of positive FIT result along with the scheduled 
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date for the colonoscopy. However, previously, the procedure for the FIT positive 
result and the colonoscopy request was different, as shown in Figure 3.

Therefore, currently the value of the field corresponding to the positive FIT 
notification together with the scheduled date for the colonoscopy (value = 5) refer to 
a different type of correspondence than in previous years. These changes in the defi-
nition of the fields are not recommended since they do not ensure the stability of the 
information. If they are eventually made, they should be documented and to keep in 
mind that the historical information should be translated into its current equivalent.

As discussed in the previous section, some of the information in the screening 
program were extracted from external databases. Therefore, it is also important 
to analyze its source and the quality of such external sources. Consequently, the 
quality of the information in the external databases was analyzed and some short-
comings were identified.

For example, in the exclusion process, those exclusions due to findings of cancer 
lesions in the colonoscopy were considered as temporary exclusions (for 10 years), 
when it should be a permanent exclusion since the patient as part of the “high risk” 
group is transferred to the digestive service specialists. Another deficiency found 
was related to the date of exclusion and, consequently, of inclusion in the program. 
In particular, in the interview in primary care (OMI database), when a patient 

Figure 2. 
Time chart of completeness.

Figure 3. 
Distribution of type of correspondence over the years.
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• Redundancy control: Each register should be uniquely identified. A good 
database design avoids having more than one field identifying the same 
event.

• Clarity of the data dictionary: The information of each field of the database (or 
variable to be introduced in the platform) must be clearly established without 
any doubt for any user. The information of the field is related to:

 ○ Name of the field

 ○ Description of the field (unambiguity of the information)

 ○ Mandatory

 ○ Data type

 ○ Default value

 ○ Range of values

 ○ Primary key or foreign key

 ○ Table to which it belongs

• Management of relationships: The relationships between the fields of the 
database (or variables in the platform) must be established clearly.

• Control fields in the tables: Fields that identify the creation date, last change date, 
deletion date, deletion bit, creation user, last change user/process and deleted 
user/process allow to control the process changes in the data management.

Without loss of generality, we present in this section the analysis of these prin-
ciples for the fields analyzed and introduce general and specific recommendations 
to comply with these principles and guarantee good data quality.

Information utility. First, the completeness of the fields in the database tables 
(about 140 fields) was analyzed. We detected two fields that were not filled, and 
eight fields defined in the database that were not filled for any entity. The latter can 
be variables that were defined at the beginning but were never used. To comply with 
the principle of useful information and to maintain a clean database, these variables 
should be removed.

Consistency of the information. First and regarding procedure changes, we 
detected some variables that were no longer used from a certain time; in particular, 
examples are the binary field that determines whether the patient agrees to partici-
pate in the program and the field that determines whether the patient was included 
in the program on request. Figure 2 displays the time graph that represents the 
completeness of these variables over time, where the value 1 indicates completion. 
As can be seen, from mid-2016, the variables were not completed even once. In this 
case, and in order to maintain the consistency of the information, from that date 
of change, the variable should disappear from the platform and the values in the 
database should be filled to null by default.

Another example concerns the type of correspondence. Currently (from 2017) 
3 types of correspondence are delivered: invitations to the program, notification of 
negative FIT result and notification of positive FIT result along with the scheduled 
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date for the colonoscopy. However, previously, the procedure for the FIT positive 
result and the colonoscopy request was different, as shown in Figure 3.

Therefore, currently the value of the field corresponding to the positive FIT 
notification together with the scheduled date for the colonoscopy (value = 5) refer to 
a different type of correspondence than in previous years. These changes in the defi-
nition of the fields are not recommended since they do not ensure the stability of the 
information. If they are eventually made, they should be documented and to keep in 
mind that the historical information should be translated into its current equivalent.

As discussed in the previous section, some of the information in the screening 
program were extracted from external databases. Therefore, it is also important 
to analyze its source and the quality of such external sources. Consequently, the 
quality of the information in the external databases was analyzed and some short-
comings were identified.

For example, in the exclusion process, those exclusions due to findings of cancer 
lesions in the colonoscopy were considered as temporary exclusions (for 10 years), 
when it should be a permanent exclusion since the patient as part of the “high risk” 
group is transferred to the digestive service specialists. Another deficiency found 
was related to the date of exclusion and, consequently, of inclusion in the program. 
In particular, in the interview in primary care (OMI database), when a patient 

Figure 2. 
Time chart of completeness.

Figure 3. 
Distribution of type of correspondence over the years.



Data Integrity and Quality

30

fulfills some reason for exclusion, the date of exclusion, that is stored is the one of 
the interview, and not the actual date when the reason for exclusion was detected. 
This is important since an erroneous date of inclusion leads to the patient being 
(falsely) part of the target population at a certain time or the opposite, i.e., not 
being part of the target population when he/she should be.

These shortcomings involve importing incorrect information into the database 
and, at best, manual human correction. Ideally, these deficiencies should be cor-
rected from these external databases but since this control can be more difficult 
and limited, the recommendation regarding our database in these cases would 
be to correctly identify the possible cases and relationships that must be met 
(requirements of the screening program database). Also, it is important to make a 
procedure where only those records that do not induce conflict are updated in the 
database while the other cases should be reported to allow the user their modifica-
tion and import/store them correctly. Finally, the automatic generation of reports 
is also desirable.

In addition to the above deficiencies, in particular in the information from the 
laboratory database (fecal immunohistochemical test), some records were detected 
whose information in some fields was crushed or deleted. An incremental import 
of the information from the external databases would guarantee and ensure the 
correct storage of the manual changes and would prevent their deletion (since the 
original unmodified information would not be reloaded).

Redundancy control. Another basic principle for a good database (or data 
manager) design is the control of redundancy. In particular, the database analyzed 
does not fully comply with this principle as it contains several fields that identify 
the same event and, therefore, with redundant/repeated information.

Some examples are the fields related to the result of the FIT: on the one hand, 
there is a binary field to determine whether the test is positive (> = 117 ng/ml) or 
negative and, on the other hand, the field representing the quantitative value of the 
test (ng/ml). Another example detected was the variables related to colonic prepa-
ration: colonic preparation in the left colon, colonic preparation in the right colon, 
colonic preparation in the transverse colon and the Boston scale (from 0 to 9). The 
latter is, by definition, the sum of the values of the three previous ones.

These examples are fields with a deterministic relationship, where some are 
the result of the information of others. Therefore, if redundancy control is not 
fulfilled and the redundant fields are maintained, at least it should be guaranteed 
that these relations are fulfilled in a deterministic way both in the database and in 
the platform, self-calculating the fields and/or restricting their values according to 
the information of the rest of the related fields. However, the analysis carried out 
revealed that these relationships were not considered in the platform or in the data-
base. This can be observed in Tables 1 and 2. Table 1 shows the qualitative variable 
of the FIT and the transformation to a categorical variable from the quantitative 
variable given the current cut-off point (117 ng/ml). Table 2 shows the variable 

Cuantitative/Cualitative Negative FIT Positive FIT Total

Concentration < 117 ng/ml 59.95 0.02 59.97

Concentration ≥ 117 ng/ml 0.02 10.99 11.01

Empty value 27.42 1.59 29.01

Total 87.39 12.6 100

Table 1. 
Contingence table (%): Fetal occult blood concentration.
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calculated as the sum of the values of the variables of the colonic preparation of 
the left, right and transversal part of the colon versus the qualitative variable of the 
Boston scale.

If the database and the platform guarantee these deterministic relations of 
redundant fields, the above tables should be diagonal matrices. However, the analy-
sis showed this weakness in data consistency and showed that neither the platform 
nor the database considers these relationships, permitting the user an unrestricted 
completion of those fields, which could lead to data inconsistencies.

Therefore, the analysis carried out showed not only a lack of redundancy 
control, but also a lack of consistency in the data management. As a recommenda-
tion, redundant information should either be removed or, if not, these determin-
istic restrictions should be established both in the platform and in the database in 
such a way as to ensure that the relevant information entered is consistent and not 
confusing.

Data dictionary and relations. As mentioned above, in order to be clear about 
the meaning of each of the tables and their fields, it is advisable to prepare a priori 
a data dictionary where each of the fields of each table and the relationships to 
be established between them are clearly defined. The minimum information to 
establish, whenever possible, is the following: name and description of the field, 
mandatory (or not) field, type of data, default value and range of values. However, 
the analysis performed showed the non-existence of an explicit data dictionary.

An example of ambiguity in the definition would be the variable “round” which 
appears in both the correspondence table and the test table as well as in the patient’s 
table. Its name is ambiguous since its meaning leads to confusion, having two 
possible alternatives: it indicates either the patient’s round in the program or the 
current hospital’s call round.

It would be natural to think that the “round” variable in the correspondence 
table refers to the program round and the “round” variable in the test and patient 
tables refers to the patient round. However, after an exhaustive analysis of these 
variables, it was concluded that no clear definition of the variable could be 
extracted from either table. Specifically, if it were “round by patient” the follow-
ing basic hypothesis should be fulfilled: if a patient has round 2, he/she must also 

Left+right+transverse/
Boston scale

0 1 2 3 4 5 6 7 8 9 Empty

0 6557 0 0 0 0 0 0 0 0 0 0

1 2 1 0 0 0 0 0 0 0 0 0

2 1 0 10 0 0 0 0 0 0 0 0

3 16 0 0 38 0 0 0 0 0 0 0

4 40 0 0 0 65 0 0 0 0 0 0

5 55 0 0 0 0 158 0 0 0 0 0

6 280 0 0 0 0 0 884 0 0 0 0

7 234 0 1 0 0 0 0 450 0 0 2

8 394 0 1 0 0 0 0 0 673 0 1

9 589 0 0 0 0 0 0 0 0 1100 2

Empty 1462 3 10 39 41 97 411 259 297 314 80211

Table 2. 
Contingence table (absolute frequency): sum of the colonic preparation of the left, right and transverse part of 
the colon vs. Boston scale.
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fulfills some reason for exclusion, the date of exclusion, that is stored is the one of 
the interview, and not the actual date when the reason for exclusion was detected. 
This is important since an erroneous date of inclusion leads to the patient being 
(falsely) part of the target population at a certain time or the opposite, i.e., not 
being part of the target population when he/she should be.

These shortcomings involve importing incorrect information into the database 
and, at best, manual human correction. Ideally, these deficiencies should be cor-
rected from these external databases but since this control can be more difficult 
and limited, the recommendation regarding our database in these cases would 
be to correctly identify the possible cases and relationships that must be met 
(requirements of the screening program database). Also, it is important to make a 
procedure where only those records that do not induce conflict are updated in the 
database while the other cases should be reported to allow the user their modifica-
tion and import/store them correctly. Finally, the automatic generation of reports 
is also desirable.

In addition to the above deficiencies, in particular in the information from the 
laboratory database (fecal immunohistochemical test), some records were detected 
whose information in some fields was crushed or deleted. An incremental import 
of the information from the external databases would guarantee and ensure the 
correct storage of the manual changes and would prevent their deletion (since the 
original unmodified information would not be reloaded).

Redundancy control. Another basic principle for a good database (or data 
manager) design is the control of redundancy. In particular, the database analyzed 
does not fully comply with this principle as it contains several fields that identify 
the same event and, therefore, with redundant/repeated information.

Some examples are the fields related to the result of the FIT: on the one hand, 
there is a binary field to determine whether the test is positive (> = 117 ng/ml) or 
negative and, on the other hand, the field representing the quantitative value of the 
test (ng/ml). Another example detected was the variables related to colonic prepa-
ration: colonic preparation in the left colon, colonic preparation in the right colon, 
colonic preparation in the transverse colon and the Boston scale (from 0 to 9). The 
latter is, by definition, the sum of the values of the three previous ones.

These examples are fields with a deterministic relationship, where some are 
the result of the information of others. Therefore, if redundancy control is not 
fulfilled and the redundant fields are maintained, at least it should be guaranteed 
that these relations are fulfilled in a deterministic way both in the database and in 
the platform, self-calculating the fields and/or restricting their values according to 
the information of the rest of the related fields. However, the analysis carried out 
revealed that these relationships were not considered in the platform or in the data-
base. This can be observed in Tables 1 and 2. Table 1 shows the qualitative variable 
of the FIT and the transformation to a categorical variable from the quantitative 
variable given the current cut-off point (117 ng/ml). Table 2 shows the variable 

Cuantitative/Cualitative Negative FIT Positive FIT Total

Concentration < 117 ng/ml 59.95 0.02 59.97

Concentration ≥ 117 ng/ml 0.02 10.99 11.01

Empty value 27.42 1.59 29.01

Total 87.39 12.6 100

Table 1. 
Contingence table (%): Fetal occult blood concentration.
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calculated as the sum of the values of the variables of the colonic preparation of 
the left, right and transversal part of the colon versus the qualitative variable of the 
Boston scale.

If the database and the platform guarantee these deterministic relations of 
redundant fields, the above tables should be diagonal matrices. However, the analy-
sis showed this weakness in data consistency and showed that neither the platform 
nor the database considers these relationships, permitting the user an unrestricted 
completion of those fields, which could lead to data inconsistencies.

Therefore, the analysis carried out showed not only a lack of redundancy 
control, but also a lack of consistency in the data management. As a recommenda-
tion, redundant information should either be removed or, if not, these determin-
istic restrictions should be established both in the platform and in the database in 
such a way as to ensure that the relevant information entered is consistent and not 
confusing.

Data dictionary and relations. As mentioned above, in order to be clear about 
the meaning of each of the tables and their fields, it is advisable to prepare a priori 
a data dictionary where each of the fields of each table and the relationships to 
be established between them are clearly defined. The minimum information to 
establish, whenever possible, is the following: name and description of the field, 
mandatory (or not) field, type of data, default value and range of values. However, 
the analysis performed showed the non-existence of an explicit data dictionary.

An example of ambiguity in the definition would be the variable “round” which 
appears in both the correspondence table and the test table as well as in the patient’s 
table. Its name is ambiguous since its meaning leads to confusion, having two 
possible alternatives: it indicates either the patient’s round in the program or the 
current hospital’s call round.

It would be natural to think that the “round” variable in the correspondence 
table refers to the program round and the “round” variable in the test and patient 
tables refers to the patient round. However, after an exhaustive analysis of these 
variables, it was concluded that no clear definition of the variable could be 
extracted from either table. Specifically, if it were “round by patient” the follow-
ing basic hypothesis should be fulfilled: if a patient has round 2, he/she must also 

Left+right+transverse/
Boston scale

0 1 2 3 4 5 6 7 8 9 Empty

0 6557 0 0 0 0 0 0 0 0 0 0

1 2 1 0 0 0 0 0 0 0 0 0

2 1 0 10 0 0 0 0 0 0 0 0

3 16 0 0 38 0 0 0 0 0 0 0

4 40 0 0 0 65 0 0 0 0 0 0

5 55 0 0 0 0 158 0 0 0 0 0

6 280 0 0 0 0 0 884 0 0 0 0

7 234 0 1 0 0 0 0 450 0 0 2

8 394 0 1 0 0 0 0 0 673 0 1

9 589 0 0 0 0 0 0 0 0 1100 2

Empty 1462 3 10 39 41 97 411 259 297 314 80211

Table 2. 
Contingence table (absolute frequency): sum of the colonic preparation of the left, right and transverse part of 
the colon vs. Boston scale.
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have had round 1. However, patients with round 2 who had not had round 1 were 
detected in the data. If it were “round by program” the following basic hypothesis 
should be fulfilled: for the same patient the variable “round” should be increasing 
over time, that is, if a patient has round 2 at a certain moment, at later dates he or 
she should have round greater than or equal to 2. However, this was not fulfilled 
either. Therefore, as commented, we concluded that there is no clear definition 
of the variable and its completion may be ambiguous. Furthermore, this variable 
is of great importance since it allows the temporal follow-up of the patient in the 
program. Thus, the recommendation is crucial in this particular case: to establish a 
consistent definition of the round variable that is implemented both in the database 
and in the platform.

Another field information to be established is its mandatory character, if any. 
The information collected in these fields is the minimum information required to 
have quality information. In our case, the mandatory variables would be those con-
taining the minimum information of the screening program. However, the analysis 
showed that there were no mandatory fields established (neither in the platform nor 
in the database). As an example, each FIT should have the minimum information of 
its date and its quantitative result (ng/ml), however this does not always happen, as 
shown in Figure 4.

Some fields, like those above, are of a permanent mandatory character, while 
others may have this nature depending on the values of other fields. For example, 
the field indicating the findings found in the colonoscopy should be mandatory 
if the colonoscopy was performed. A good database design should establish this 
obligation permanently or with restrictions in all necessary cases. As far as the 
platform is concerned, this obligation should also be established in such a way that 
all completed information cannot be saved if the minimum necessary information is 
not filled in.

The data type is another kind of fundamental information to be established for 
each field. The analysis carried out revealed a lack of consistency in this regard: 
there are several free text fields in the platform with no restrictions. In particular, 
the field that determines the time of the next colonoscopy is a free text field that 
provokes that each user is free to interpret the type of data, filling it in with three 
different types of data: strings, integers or dates. Examples are the following: 

Figure 4. 
FIT filling distribution.
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“In 5 years”, “Not required”, “-5 years”, “3”, “09/05/2016”, etc. This means that, in 
order to use this information, it is necessary to standardize it in the same format, 
which entails certain difficulties and limitations. For example, the user who filled 
the value “3” may have referred to months or years and, if this is not established in 
the type of data or in the definition, this information cannot be used in an analysis. 
In addition to this, the normalization process of a text-type field takes a great effort 
[21]. In our particular case, for example, one user entered “In 5 years”, another 
filled the field (“Not required”) when the message shows that it should not have 
been filled (he misuses it as a note) and another uses the mathematical minus sign  
(“- 5 years”) which could mean that the next colonoscopy should be performed in 
less than 5 years or it could be a simple filling error.

It is therefore necessary to consciously establish the type of data to avoid prob-
lems of ambiguity that are difficult to deal with. In addition, the number of free 
text fields should be limited and, a training effort should be made for the staff who 
handle and fill the data in order to standardize and unify their interpretation.

The analysis also found that there were fields without a fixed default value or an 
inadequate default value either in the database or in the platform. For example, it 
was observed that in some numerical fields both the value 0 and the null value were 
used indistinctly as default values, which leads to ambiguity in the interpretation 
of the information for the value 0 which may indicate either the value itself or its 
default value.

An appropriate default value should be established for each field to avoid ambi-
guity in the subsequent interpretation of the information and to ensure adequate 
data quality.

In addition to a clear definition of the field, its mandatory nature, its data type 
and its default value, restricting the field to a certain range of values is also impor-
tant in the definition of the data dictionary as it limits the information to possible 
values and mitigates noise, i.e. possible filling errors and ambiguity problems. If 
this restriction of the range of possible values is not contemplated, a series of warn-
ings or alerts should be at least implemented to notify the user of an outlier value 
and the need to revise it.

At this point, both the platform and the database showed weaknesses as there 
is also a lack of constraints in this regard and no alerts were implemented. An 
example can be seen in Table 3 that shows the distribution of values (minimum, 
quartiles (Q1, Q2, and Q3), mean and maximum value) in the field “weight (kg)” 
of the patient. On the one hand, weights of 0 kgs in the screening program are not 
possible, while at least 50% of the filled values took this value. This is an error that 
can potentially come from not setting the default value or from an incorrect default 
value, as mentioned above. This would imply that the value 0 was taken incorrectly 
as default value, distorting the statistics. On the other hand, very high weights (e.g. 
81,700 kg) are also inconsistent and may come from human error in the filling 
process. This example shows that if the fields included a range of possible concrete 
values or outlier alerts, these errors would be mitigated and, consequently, better 
quality data is got.

One of the key principles for ensuring consistency in data is to look at the 
relationships between fields through appropriate constraints. Some of these 

Min Q1 Q2 Mean Q3 Max Num. NA’s

0 0 0 34 70 81,700 80,415

Table 3. 
Patient weight distribution.
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have had round 1. However, patients with round 2 who had not had round 1 were 
detected in the data. If it were “round by program” the following basic hypothesis 
should be fulfilled: for the same patient the variable “round” should be increasing 
over time, that is, if a patient has round 2 at a certain moment, at later dates he or 
she should have round greater than or equal to 2. However, this was not fulfilled 
either. Therefore, as commented, we concluded that there is no clear definition 
of the variable and its completion may be ambiguous. Furthermore, this variable 
is of great importance since it allows the temporal follow-up of the patient in the 
program. Thus, the recommendation is crucial in this particular case: to establish a 
consistent definition of the round variable that is implemented both in the database 
and in the platform.

Another field information to be established is its mandatory character, if any. 
The information collected in these fields is the minimum information required to 
have quality information. In our case, the mandatory variables would be those con-
taining the minimum information of the screening program. However, the analysis 
showed that there were no mandatory fields established (neither in the platform nor 
in the database). As an example, each FIT should have the minimum information of 
its date and its quantitative result (ng/ml), however this does not always happen, as 
shown in Figure 4.

Some fields, like those above, are of a permanent mandatory character, while 
others may have this nature depending on the values of other fields. For example, 
the field indicating the findings found in the colonoscopy should be mandatory 
if the colonoscopy was performed. A good database design should establish this 
obligation permanently or with restrictions in all necessary cases. As far as the 
platform is concerned, this obligation should also be established in such a way that 
all completed information cannot be saved if the minimum necessary information is 
not filled in.

The data type is another kind of fundamental information to be established for 
each field. The analysis carried out revealed a lack of consistency in this regard: 
there are several free text fields in the platform with no restrictions. In particular, 
the field that determines the time of the next colonoscopy is a free text field that 
provokes that each user is free to interpret the type of data, filling it in with three 
different types of data: strings, integers or dates. Examples are the following: 

Figure 4. 
FIT filling distribution.
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“In 5 years”, “Not required”, “-5 years”, “3”, “09/05/2016”, etc. This means that, in 
order to use this information, it is necessary to standardize it in the same format, 
which entails certain difficulties and limitations. For example, the user who filled 
the value “3” may have referred to months or years and, if this is not established in 
the type of data or in the definition, this information cannot be used in an analysis. 
In addition to this, the normalization process of a text-type field takes a great effort 
[21]. In our particular case, for example, one user entered “In 5 years”, another 
filled the field (“Not required”) when the message shows that it should not have 
been filled (he misuses it as a note) and another uses the mathematical minus sign  
(“- 5 years”) which could mean that the next colonoscopy should be performed in 
less than 5 years or it could be a simple filling error.

It is therefore necessary to consciously establish the type of data to avoid prob-
lems of ambiguity that are difficult to deal with. In addition, the number of free 
text fields should be limited and, a training effort should be made for the staff who 
handle and fill the data in order to standardize and unify their interpretation.

The analysis also found that there were fields without a fixed default value or an 
inadequate default value either in the database or in the platform. For example, it 
was observed that in some numerical fields both the value 0 and the null value were 
used indistinctly as default values, which leads to ambiguity in the interpretation 
of the information for the value 0 which may indicate either the value itself or its 
default value.

An appropriate default value should be established for each field to avoid ambi-
guity in the subsequent interpretation of the information and to ensure adequate 
data quality.

In addition to a clear definition of the field, its mandatory nature, its data type 
and its default value, restricting the field to a certain range of values is also impor-
tant in the definition of the data dictionary as it limits the information to possible 
values and mitigates noise, i.e. possible filling errors and ambiguity problems. If 
this restriction of the range of possible values is not contemplated, a series of warn-
ings or alerts should be at least implemented to notify the user of an outlier value 
and the need to revise it.

At this point, both the platform and the database showed weaknesses as there 
is also a lack of constraints in this regard and no alerts were implemented. An 
example can be seen in Table 3 that shows the distribution of values (minimum, 
quartiles (Q1, Q2, and Q3), mean and maximum value) in the field “weight (kg)” 
of the patient. On the one hand, weights of 0 kgs in the screening program are not 
possible, while at least 50% of the filled values took this value. This is an error that 
can potentially come from not setting the default value or from an incorrect default 
value, as mentioned above. This would imply that the value 0 was taken incorrectly 
as default value, distorting the statistics. On the other hand, very high weights (e.g. 
81,700 kg) are also inconsistent and may come from human error in the filling 
process. This example shows that if the fields included a range of possible concrete 
values or outlier alerts, these errors would be mitigated and, consequently, better 
quality data is got.

One of the key principles for ensuring consistency in data is to look at the 
relationships between fields through appropriate constraints. Some of these 

Min Q1 Q2 Mean Q3 Max Num. NA’s

0 0 0 34 70 81,700 80,415

Table 3. 
Patient weight distribution.
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relationships may be deterministic, such as those between fields that identify the 
same event and, as discussed above, in these cases, the constraint must be clear, 
and preferentially the associated values should be self-calculated. Other relations 
correspond to restrictions in the values of a field depending on the value or values 
of other fields and others to restrictions related to the mandatory filling of a field 
depending on the filling of others.

In relation to this, the analysis carried out found a lack of constraints in the fields 
which may lead to data inconsistencies, sometimes difficult to correct. For example, 
if this principle were fulfilled, the following should occur: if the FIT concentration 
is greater than or equal to 117 ng/ml (cut-off point), the FIT result variable should 
not be “positive”; however, this restriction was not always considered. A character-
istic example related to the restriction of values depending on the value of another 
field is the one of the monitoring dates that should follow a chronological order (e.g. 
date of invitation<date of sample reception<FIT result date<colonoscopy date…), 
however, these inequalities were not always met. Other example is the following: if 
the field that determines whether the colonoscopy was performed is equal to “No”, 
then the variables related to the colonoscopy should not be filled.

Establishing these constraints, both in the database and in the platform by 
activating or not the fields in the platform, is fundamental to avoid possible incon-
sistencies in the data which, on some occasions, can be remedied by curing the data 
and, on other cases, it is unfeasible to know what the real information in the data is. 
These restrictions can also be accompanied by alerts or warnings in the platform to 
help the user and avoid mistakes.

These constraints must be implemented not only in the data filling but also in 
the deletion, that is, they must guarantee that when the user the value of a variable, 
the data related to such value must be deleted. For example, if the variable indicat-
ing whether a colonoscopy was performed changes its value from “Yes” to “No”, 
then all variables related to the colonoscopy should be set to their default or null 
value, thus deleting their last filled-in values.

In summary, the analysis showed that a conscious establishment of the values for 
each field, the data dictionary and a good training of the staff who handle the data 
is crucial. The more limited and defined the information to be entered is, the better 
the data will be processed, resulting in fewer errors and less problems of ambiguity, 
many of which are difficult to deal with subsequently. In addition, the implementa-
tion of alerts in the platform could also help to mitigate those filling errors. It is 
also crucial to thoroughly analyze all possible relationships between all fields in the 
database and to establish these constraints in the database or in the data manager.

This section has highlighted the inconsistencies, incoherence and errors (some 
difficult to fix) that can occur in a database if it does not comply with the basic 
principles of good data management, especially when different agents are involved 
(external databases, staff with different roles, etc.). As a first conclusion, a good 
data governance is required to guarantee data quality permitting the extraction of 
reliable knowledge.

4. Data curation process

The recommendations suggested are referred to improvement measures to 
comply with the basic principles for a correct design of the database, with the aim 
of improving the quality of data in the future. However, on many occasions, such 
data are needed to be used retrospectively. In such cases, a previous curation process 
is required to eliminate as many errors as possible. In our particular case, the 
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information in the CRC screening database was used to obtain annual indicators of 
the screening program [22] and to analyze different scenarios for decision making 
based on the FIT cut-off point, the colonoscopies offered, the target population and 
the risk factors in order to minimize undetected lesions.

The data curation process carried out was done in the most conservative way 
possible, and it was mainly based on the relationships that can be established 
between the fields, recalculating the inconsistent values according to the values of 
the most reliable/secure reference fields and, if this was not possible, either setting 
the values that produce inconsistencies to null or finally by removing the whole 
record from the data set to be analyzed. To carry out this process it was necessary 
to have a multidisciplinary team composed of statisticians and clinical staff so that 
statistical knowledge and decision making was supported by knowledge on the 
environment.

This section explains the main steps and difficulties of the curation process car-
ried out chronologically in order to obtain a clean dataset. The variables presented 
are the most representative and important ones to carry out the studies required: 
related to FIT, colonoscopy and follow-up.

4.1 Fecal Immunohistochemical test (FIT)

As commented in the previous section, the relationship between the quantitative 
variable of the FIT concentration and the qualitative variable (negative, positive 
FIT…) is not fulfilled in a deterministic way as it should be. Below we present the 
most representative cases of incoherence and how they were cured:

• Records with concentration = 117 ng/ml but with “negative” FIT result and 
records with negative concentration were detected. Cooperation with health 
staff was key here. With regard to the first case, after several meetings, it was 
concluded that they were values from the laboratory where the report speci-
fied the value at “-117”, referring to “less than 117”. For the second, it was 
deduced that a hospital considered the cut-off point of 117 ng/ml as negative. 
In order to standardize the information from all hospitals it was decided to 
re-establish the value of the quantitative concentration at 116 ng/ml in these 
records.

• Records were detected with concentration > 117 ng/ml but with negative FIT 
result. It was found that these records were two tests for the same patient in 
which the second test overwrote the qualitative value of FIT but maintained 
the old value of the quantitative one. In these cases, it was decided to follow the 
more conservative decision and take the information of the first one (with its 
quantitative value) and recalculate the qualitative value.

• Records with concentration < 117 ng/ml were detected but with positive FIT 
results: This was one of the errors that were not possible to re-establish and, 
therefore, after several meetings, it was decided to establish the values of the 
concentration at null and to save the identification of those patients in order 
to establish the correct value of the concentration in the future in case they are 
identified.

• Once the concentration values were corrected, the qualitative variable of the 
FIT was recalculated in the cases where the concentration was different from 
zero.
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4.2 Colonoscopy

The variable that indicates the performance of the colonoscopy (colonoscopy 
variable) is also strictly related to the result of the FIT, and, obviously, with the 
variables associated with the colonoscopy. Below we present the inconsistencies 
found and the steps followed for their curation:

• Records were detected in which the FIT result was negative, and the colonos-
copy variable took the value “Yes”. After studying it, it was concluded that this 
error was likely due to an overwriting or crushing of the data. Since this error 
does not allow the recovery of realistic values from the record, it was decided to 
remove these records from the data set.

• Records were detected that had a value in the variable that indicates the result 
of the colonoscopy (normal colonoscopy, polyps, cancerous lesion…) and with 
a completed colonoscopy date, and yet the colonoscopy variable did not take 
the value “Yes”. These cases are a clear example of error because the colonos-
copy variable was not defined as mandatory in the database. In these cases the 
value of the colonoscopy variable was reset to “Yes”.

• All records with no colonoscopy value were reset to 0. This is due to the lack of 
definition of the default value of this field in the database.

• Records with no information on colonoscopy-related variables were detected, 
yet the colonoscopy variable was equal to “Yes”. This error was possible thanks 
to the lack of constraints in the database. In these cases the colonoscopy 
 variable was reset to “No”.

• The variable that determines the reason for the exploration in the cases in 
which the colonoscopy variable was equal to “No” was reset to null.

4.3 Follow-up

When the records have all their process information filled, they should have 
the “end of cycle” variable filled to “Yes”. Therefore, in the analysis we must take 
the records that have finished their cycle (“end of cycle” = “Yes”). However, this 
variable was not defined as mandatory in the database and, therefore, presents 
inconsistencies that were solved according to the following rules:

• All records with the colonoscopy variable equal to “No” should be closed cycles 
and, therefore, the variable “end of cycle” should take the value “Yes”.

• All records with the variable that determines the reason for the end of the cycle 
completed refer to the patient’s closed cycles and, therefore, the variable “end 
of cycle” should take the value “Yes”.

• All colonoscopies prior to the last year (2018) with “end of cycle” equal to “No” 
would really be considered as closed cycle (“end of cycle” = “Yes”) since the 
information should take less than one year to be filled in.

The variables related to dates are important since they allow the information 
recorded to be followed up by years. Therefore, their completion should be ensured 
as far as possible, in particular the date of the sample result and the date of the 
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colonoscopy which are the most crucial ones. The dates considered for completion 
are the following: date of invitation to the program, date of interview at primary 
care, date of reception of the sample, date of result of FIT, date scheduled for the 
colonoscopy, date of colonoscopy. Chronological completion was done as follows:

• In the records where the FIT result date was not completed, it was set as 
 follows in order of preference: result date = colonoscopy date −1-month, result 
date = sample receipt date, result date = OMI date, result date = colonoscopy 
schedule date-1 month, result date = program invitation date+1 month.

• In the records where the colonoscopy date was not completed, it was estab-
lished considering the same date as the date programmed or considering the 
result date of the FIT-1 month.

In this section the most important aspects of the curation process carried out in 
order to obtain a clean data set with reliable information on which to carry out future 
analyses have been introduced. Despite they are specific, it has been shown, the wide 
range of potential bugs that may appear due to a wrong design of the database.

5. Conclusions

Good data management and consequently good data quality must comply with 
some basic principles. This is especially important when those data are used to 
support decision makers in public health services. In this chapter, we analyze the 
database of a regional CRC screening program to identify the weaknesses in the 
process of data collection, providing some guidelines for future maintenance. We 
also identified incorrections in the database design that may lead to data errors. 
General and specific recommendations were suggested to meet the requirements of 
data integrity, consistency and coherence.

However, most of these recommendations are forward-looking suggestions, i.e. 
they will improve the quality of future data from the moment they are considered. 
Simultaneously, and in order to be able to exploit the information retrospectively, 
it was necessary to make a data curation of the historical information. To do this, a 
clean-up process was followed in the most conservative way possible, re-establishing 
values, cleaning-up some data and discarding repetitive or non-essential data, 
trying to eliminate as many errors as possible and guarantee good quality data both 
prospectively and retrospectively. This process is time costly and tedious, but it is 
an essential first step in data governance to extract reliable knowledge and taking 
correct decisions.

In summary, this analysis showed the importance of data quality and curation to 
get a robust, consistent and reliable database, as well as the need for a good design 
of the data acquisition process and, finally, a proper and coherent maintenance 
system, especially in health systems where the decisions derived from the analysis 
of databases may be critical.

Acknowledgements

We acknowledge the help provided by the Department of Health of the Aragón 
Government for allowing us the access to anonymized patient data and to the 
EU Program for Employment and Social Innovation (EaSI) for partial financial 
support.



Data Integrity and Quality

36

4.2 Colonoscopy

The variable that indicates the performance of the colonoscopy (colonoscopy 
variable) is also strictly related to the result of the FIT, and, obviously, with the 
variables associated with the colonoscopy. Below we present the inconsistencies 
found and the steps followed for their curation:

• Records were detected in which the FIT result was negative, and the colonos-
copy variable took the value “Yes”. After studying it, it was concluded that this 
error was likely due to an overwriting or crushing of the data. Since this error 
does not allow the recovery of realistic values from the record, it was decided to 
remove these records from the data set.

• Records were detected that had a value in the variable that indicates the result 
of the colonoscopy (normal colonoscopy, polyps, cancerous lesion…) and with 
a completed colonoscopy date, and yet the colonoscopy variable did not take 
the value “Yes”. These cases are a clear example of error because the colonos-
copy variable was not defined as mandatory in the database. In these cases the 
value of the colonoscopy variable was reset to “Yes”.

• All records with no colonoscopy value were reset to 0. This is due to the lack of 
definition of the default value of this field in the database.

• Records with no information on colonoscopy-related variables were detected, 
yet the colonoscopy variable was equal to “Yes”. This error was possible thanks 
to the lack of constraints in the database. In these cases the colonoscopy 
 variable was reset to “No”.

• The variable that determines the reason for the exploration in the cases in 
which the colonoscopy variable was equal to “No” was reset to null.

4.3 Follow-up

When the records have all their process information filled, they should have 
the “end of cycle” variable filled to “Yes”. Therefore, in the analysis we must take 
the records that have finished their cycle (“end of cycle” = “Yes”). However, this 
variable was not defined as mandatory in the database and, therefore, presents 
inconsistencies that were solved according to the following rules:

• All records with the colonoscopy variable equal to “No” should be closed cycles 
and, therefore, the variable “end of cycle” should take the value “Yes”.

• All records with the variable that determines the reason for the end of the cycle 
completed refer to the patient’s closed cycles and, therefore, the variable “end 
of cycle” should take the value “Yes”.

• All colonoscopies prior to the last year (2018) with “end of cycle” equal to “No” 
would really be considered as closed cycle (“end of cycle” = “Yes”) since the 
information should take less than one year to be filled in.

The variables related to dates are important since they allow the information 
recorded to be followed up by years. Therefore, their completion should be ensured 
as far as possible, in particular the date of the sample result and the date of the 

37

Analysis and Curation of the Database of a Colo-Rectal Cancer Screening Program
DOI: http://dx.doi.org/10.5772/intechopen.95899

colonoscopy which are the most crucial ones. The dates considered for completion 
are the following: date of invitation to the program, date of interview at primary 
care, date of reception of the sample, date of result of FIT, date scheduled for the 
colonoscopy, date of colonoscopy. Chronological completion was done as follows:

• In the records where the FIT result date was not completed, it was set as 
 follows in order of preference: result date = colonoscopy date −1-month, result 
date = sample receipt date, result date = OMI date, result date = colonoscopy 
schedule date-1 month, result date = program invitation date+1 month.

• In the records where the colonoscopy date was not completed, it was estab-
lished considering the same date as the date programmed or considering the 
result date of the FIT-1 month.

In this section the most important aspects of the curation process carried out in 
order to obtain a clean data set with reliable information on which to carry out future 
analyses have been introduced. Despite they are specific, it has been shown, the wide 
range of potential bugs that may appear due to a wrong design of the database.

5. Conclusions

Good data management and consequently good data quality must comply with 
some basic principles. This is especially important when those data are used to 
support decision makers in public health services. In this chapter, we analyze the 
database of a regional CRC screening program to identify the weaknesses in the 
process of data collection, providing some guidelines for future maintenance. We 
also identified incorrections in the database design that may lead to data errors. 
General and specific recommendations were suggested to meet the requirements of 
data integrity, consistency and coherence.

However, most of these recommendations are forward-looking suggestions, i.e. 
they will improve the quality of future data from the moment they are considered. 
Simultaneously, and in order to be able to exploit the information retrospectively, 
it was necessary to make a data curation of the historical information. To do this, a 
clean-up process was followed in the most conservative way possible, re-establishing 
values, cleaning-up some data and discarding repetitive or non-essential data, 
trying to eliminate as many errors as possible and guarantee good quality data both 
prospectively and retrospectively. This process is time costly and tedious, but it is 
an essential first step in data governance to extract reliable knowledge and taking 
correct decisions.

In summary, this analysis showed the importance of data quality and curation to 
get a robust, consistent and reliable database, as well as the need for a good design 
of the data acquisition process and, finally, a proper and coherent maintenance 
system, especially in health systems where the decisions derived from the analysis 
of databases may be critical.

Acknowledgements

We acknowledge the help provided by the Department of Health of the Aragón 
Government for allowing us the access to anonymized patient data and to the 
EU Program for Employment and Social Innovation (EaSI) for partial financial 
support.



Data Integrity and Quality

38

Author details

Rocio Aznar-Gimeno1, Patricia Carrera-Lasfuentes2,  
Vega Rodrigalvarez-Chamarro1, Rafael del-Hoyo-Alonso1, Angel Lanas2  
and Manuel Doblare3*

1 Technological Institute of Aragon (Itainnova), Zaragoza, Spain

2 Aragon Institute of Health Research (IISAragon) and CIBERehd, Zaragoza, Spain

3 Aragon Institute of Health Research (IISAragon) and CIBERbbn, Zaragoza, Spain

*Address all correspondence to: mdoblare@unizar.es

© 2021 The Author(s). Licensee IntechOpen. This chapter is distributed under the terms 
of the Creative Commons Attribution License (http://creativecommons.org/licenses/
by/3.0), which permits unrestricted use, distribution, and reproduction in any medium, 
provided the original work is properly cited. 

39

Analysis and Curation of the Database of a Colo-Rectal Cancer Screening Program
DOI: http://dx.doi.org/10.5772/intechopen.95899

[1] Abadi, D., et al. The Beckman 
report on database research. 
Communications ACM, 2016, vol. 59(2), 
p. 92-99

[2] da Costa, C.A., Pasluosta, C.F., 
Eskofier, B., Bandeirada, D., Rodrigoda, 
S. and Righi, R. Internet of Health 
Things: Toward intelligent vital signs 
monitoring in hospital wards. Artificial 
intelligence in medicine, 2018 vol. 89, p. 
61-69

[3] Bhalla, S., Sachdeva, S. and Batra, S. 
Semantic interoperability in electronic 
health record databases: Standards, 
architecture and e-health systems. In 
5th International Conference on Big 
Data Analytics, Hyderabad, India, 2017. 
Lecture Notes in Computer Science 
book series (LNCS, volume 10721)

[4] Biswas, S., Sharif, K., Li, F., Latif, 
Z., Kanhere, S.S. and Mohanty, S.P. 
Interoperability and Synchronization 
Management of Blockchain-Based 
Decentralized e-Health Systems, in 
IEEE Transactions on Engineering 
Management, 2020, vol. 67(4), p. 1363-
1376, doi: 10.1109/TEM.2020.2989779.

[5] Dipak, K., Beale, T. and Sam Heard. 
The openEHR foundation. Studies in 
health technology and informatics, 
2005, vol. 115, p. 153-173. PMID: 
16160223.

[6] Pathak, J., Bailey, K.R., Beebe, 
C.E., Bethard, S., Carrell, D.S., Chen, 
P.J., ... and Chute, C.G. Normalization 
and standardization of electronic 
health records for high-throughput 
phenotyping: the SHARPn consortium. 
Journal of the American Medical 
Informatics Association, 2013, vol. 
20(e2), ep. 341-e348 doi: 10.1136/
amiajnl-2013-001939.

[7] Sachdeva, S. and Bhalla, S. 
Semantic interoperability in 
standardized electronic health record 

databases. J. Data Inf. Qual. (JDIQ ), 
2012 vol. 3(1), p. 1 https://doi.
org/10.1145/2166788.2166789

[8] Hoffman, S. and Podgurski. A. 
Big bad data: law, public health, and 
biomedical databases. The Journal 
of Law, Medicine & Ethics, 2013 vol. 
41, p. 56-60 https://doi.org/10.1111/
jlme.12040

[9] Batra, S. and Sachdeva, S. 
Pre-Processing Highly Sparse and 
Frequently Evolving Standardized 
Electronic Health Records for Mining. 
Handbook of Research on Disease 
Prediction Through Data Analytics and 
Machine Learning. IGI Global, 2020. P. 
8-21 doi: 10.4018/978-1-7998-2742-9.
ch002

[10] Satti, F. A., Ali, T., Hussain, J., 
Khan, W. A., Khattak, A. M., and Lee, 
S. Ubiquitous Health Profile (UHPr): 
a big data curation platform for 
supporting health data interoperability. 
Computing, 2020, vol. 102(11), 2p. 
409-2444. https://doi.org/10.1007/
s00607-020-00837-2

[11] Pezoulas, V. C., Kourou, K. 
D., Kalatzis, F., Exarchos, T. P., 
Venetsanopoulou, A., Zampeli, E., ... 
and Fotiadis, D. I. Medical data quality 
assessment: On the development of an 
automated framework for medical data 
curation. Computers in biology and 
medicine, 2019, vol. 107, p. 270-283. doi: 
10.1016/j.compbiomed.2019.03.001

[12] Feder, S.L. Data quality in electronic 
health records research: quality 
domains and assessment methods. 
Western journal of nursing research, 
2018, vol. 40(5), p. 53-766. doi: 
10.1177/0193945916689084

[13] Weiskopf, N. G., and Weng, C. 
Methods and dimensions of electronic 
health record data quality assessment: 
enabling reuse for clinical research. 

References



Data Integrity and Quality

38

Author details

Rocio Aznar-Gimeno1, Patricia Carrera-Lasfuentes2,  
Vega Rodrigalvarez-Chamarro1, Rafael del-Hoyo-Alonso1, Angel Lanas2  
and Manuel Doblare3*

1 Technological Institute of Aragon (Itainnova), Zaragoza, Spain

2 Aragon Institute of Health Research (IISAragon) and CIBERehd, Zaragoza, Spain

3 Aragon Institute of Health Research (IISAragon) and CIBERbbn, Zaragoza, Spain

*Address all correspondence to: mdoblare@unizar.es

© 2021 The Author(s). Licensee IntechOpen. This chapter is distributed under the terms 
of the Creative Commons Attribution License (http://creativecommons.org/licenses/
by/3.0), which permits unrestricted use, distribution, and reproduction in any medium, 
provided the original work is properly cited. 

39

Analysis and Curation of the Database of a Colo-Rectal Cancer Screening Program
DOI: http://dx.doi.org/10.5772/intechopen.95899

[1] Abadi, D., et al. The Beckman 
report on database research. 
Communications ACM, 2016, vol. 59(2), 
p. 92-99

[2] da Costa, C.A., Pasluosta, C.F., 
Eskofier, B., Bandeirada, D., Rodrigoda, 
S. and Righi, R. Internet of Health 
Things: Toward intelligent vital signs 
monitoring in hospital wards. Artificial 
intelligence in medicine, 2018 vol. 89, p. 
61-69

[3] Bhalla, S., Sachdeva, S. and Batra, S. 
Semantic interoperability in electronic 
health record databases: Standards, 
architecture and e-health systems. In 
5th International Conference on Big 
Data Analytics, Hyderabad, India, 2017. 
Lecture Notes in Computer Science 
book series (LNCS, volume 10721)

[4] Biswas, S., Sharif, K., Li, F., Latif, 
Z., Kanhere, S.S. and Mohanty, S.P. 
Interoperability and Synchronization 
Management of Blockchain-Based 
Decentralized e-Health Systems, in 
IEEE Transactions on Engineering 
Management, 2020, vol. 67(4), p. 1363-
1376, doi: 10.1109/TEM.2020.2989779.

[5] Dipak, K., Beale, T. and Sam Heard. 
The openEHR foundation. Studies in 
health technology and informatics, 
2005, vol. 115, p. 153-173. PMID: 
16160223.

[6] Pathak, J., Bailey, K.R., Beebe, 
C.E., Bethard, S., Carrell, D.S., Chen, 
P.J., ... and Chute, C.G. Normalization 
and standardization of electronic 
health records for high-throughput 
phenotyping: the SHARPn consortium. 
Journal of the American Medical 
Informatics Association, 2013, vol. 
20(e2), ep. 341-e348 doi: 10.1136/
amiajnl-2013-001939.

[7] Sachdeva, S. and Bhalla, S. 
Semantic interoperability in 
standardized electronic health record 

databases. J. Data Inf. Qual. (JDIQ ), 
2012 vol. 3(1), p. 1 https://doi.
org/10.1145/2166788.2166789

[8] Hoffman, S. and Podgurski. A. 
Big bad data: law, public health, and 
biomedical databases. The Journal 
of Law, Medicine & Ethics, 2013 vol. 
41, p. 56-60 https://doi.org/10.1111/
jlme.12040

[9] Batra, S. and Sachdeva, S. 
Pre-Processing Highly Sparse and 
Frequently Evolving Standardized 
Electronic Health Records for Mining. 
Handbook of Research on Disease 
Prediction Through Data Analytics and 
Machine Learning. IGI Global, 2020. P. 
8-21 doi: 10.4018/978-1-7998-2742-9.
ch002

[10] Satti, F. A., Ali, T., Hussain, J., 
Khan, W. A., Khattak, A. M., and Lee, 
S. Ubiquitous Health Profile (UHPr): 
a big data curation platform for 
supporting health data interoperability. 
Computing, 2020, vol. 102(11), 2p. 
409-2444. https://doi.org/10.1007/
s00607-020-00837-2

[11] Pezoulas, V. C., Kourou, K. 
D., Kalatzis, F., Exarchos, T. P., 
Venetsanopoulou, A., Zampeli, E., ... 
and Fotiadis, D. I. Medical data quality 
assessment: On the development of an 
automated framework for medical data 
curation. Computers in biology and 
medicine, 2019, vol. 107, p. 270-283. doi: 
10.1016/j.compbiomed.2019.03.001

[12] Feder, S.L. Data quality in electronic 
health records research: quality 
domains and assessment methods. 
Western journal of nursing research, 
2018, vol. 40(5), p. 53-766. doi: 
10.1177/0193945916689084

[13] Weiskopf, N. G., and Weng, C. 
Methods and dimensions of electronic 
health record data quality assessment: 
enabling reuse for clinical research. 

References



Data Integrity and Quality

40

Journal of the American Medical 
Informatics Association, 2013, 
vol. 20(1), p. 44-151. doi:10.1136/
amiajnl-2011-000681

[14] Elmasri, R. and Navathe, S.B. (eds) 
The relational data model and relational 
database constraints. In Fundamentals 
of Database Systems, Pearson Addison-
Wesley, 2013. ISBN-0133970779

[15] Codd E.F. A Relational Model of 
Data for Large Shared Data Banks. In: 
Software Pioneers (Broy M., Denert E. 
(eds)). Springer Verlag, 2002 https://
doi.org/10.1007/978-3-642-59412-0_16

[16] Chen, P.P-S. The entity-relationship 
model—toward a unified view of 
data. ACM Transactions on Database 
Systems, 1976, vol. 1(1), p. 9-36. 
Doi:10.1145/320434.320440

[17] Calderwood, A.H. and Jacobson, 
B.C. Comprehensive Validation of 
the Boston Bowel Preparation Scale. 
Gastrointestinal Endoscopy, 2010 
vol. 72(4) p. 686-692. Doi: 10.1016/j.
gie.2010.06.068.

[18] Dama International. Dama-
DMBOOK: Data Management Body of 
Knowledge. Technics Publications, LLC, 
2017 ISBN-1634622340

[19] Khatri, V. and Brown, C.V. Designing 
data governance. Communications of 
the ACM, 2010, vol. 53, no 1, p. 148-152. 
Doi: 10.1145/1629175.1629210

[20] Wieten, E., Schreuders, E.H., 
Nieuwenburg, S.AV., Hansen, B.E., 
Lansdorp-Vogelaar, I., Kuipers, E.H., 
Bruno, M.J. and Spaander, M.C.W. 
Effects of increasing screening age and 
fecal hemoglobin cutoff concentrations 
in a colo-rectal cancer screening 
program. Clinical Gastroenterology and 
Hepatology, 2016, vol. 14, no 12, p. 1771-
1777. Doi:10.1016/j.cgh.2016.08.016

[21] Kreimeyer, K., Foster, M., Pandey, 
A., Arya, N., Halford, G., Jones, S.F., 

Forshee, R., Walderhaug, M. and 
Botsis, T. Natural language processing 
systems for capturing and standardizing 
unstructured clinical information: a 
systematic review. Journal of biomedical 
informatics, 2017, vol. 73, p. 14-29. Doi: 
10.1016/j.jbi.2017.07.012

[22] Llop, E.S., Cano del Pozo, 
M., García Montero, J.I., Carrera-
Lasfuentes, P. and Lanas A. Colo-rectal 
cancer screening program in Aragon 
(Spain): preliminary results Gaceta 
sanitaria, 2018, vol. 32, no 6, p. 559-562. 
doi: 10.1016/j.gaceta.2017.05.014

41

Section 3

Data Interaction



Data Integrity and Quality

40

Journal of the American Medical 
Informatics Association, 2013, 
vol. 20(1), p. 44-151. doi:10.1136/
amiajnl-2011-000681

[14] Elmasri, R. and Navathe, S.B. (eds) 
The relational data model and relational 
database constraints. In Fundamentals 
of Database Systems, Pearson Addison-
Wesley, 2013. ISBN-0133970779

[15] Codd E.F. A Relational Model of 
Data for Large Shared Data Banks. In: 
Software Pioneers (Broy M., Denert E. 
(eds)). Springer Verlag, 2002 https://
doi.org/10.1007/978-3-642-59412-0_16

[16] Chen, P.P-S. The entity-relationship 
model—toward a unified view of 
data. ACM Transactions on Database 
Systems, 1976, vol. 1(1), p. 9-36. 
Doi:10.1145/320434.320440

[17] Calderwood, A.H. and Jacobson, 
B.C. Comprehensive Validation of 
the Boston Bowel Preparation Scale. 
Gastrointestinal Endoscopy, 2010 
vol. 72(4) p. 686-692. Doi: 10.1016/j.
gie.2010.06.068.

[18] Dama International. Dama-
DMBOOK: Data Management Body of 
Knowledge. Technics Publications, LLC, 
2017 ISBN-1634622340

[19] Khatri, V. and Brown, C.V. Designing 
data governance. Communications of 
the ACM, 2010, vol. 53, no 1, p. 148-152. 
Doi: 10.1145/1629175.1629210

[20] Wieten, E., Schreuders, E.H., 
Nieuwenburg, S.AV., Hansen, B.E., 
Lansdorp-Vogelaar, I., Kuipers, E.H., 
Bruno, M.J. and Spaander, M.C.W. 
Effects of increasing screening age and 
fecal hemoglobin cutoff concentrations 
in a colo-rectal cancer screening 
program. Clinical Gastroenterology and 
Hepatology, 2016, vol. 14, no 12, p. 1771-
1777. Doi:10.1016/j.cgh.2016.08.016

[21] Kreimeyer, K., Foster, M., Pandey, 
A., Arya, N., Halford, G., Jones, S.F., 

Forshee, R., Walderhaug, M. and 
Botsis, T. Natural language processing 
systems for capturing and standardizing 
unstructured clinical information: a 
systematic review. Journal of biomedical 
informatics, 2017, vol. 73, p. 14-29. Doi: 
10.1016/j.jbi.2017.07.012

[22] Llop, E.S., Cano del Pozo, 
M., García Montero, J.I., Carrera-
Lasfuentes, P. and Lanas A. Colo-rectal 
cancer screening program in Aragon 
(Spain): preliminary results Gaceta 
sanitaria, 2018, vol. 32, no 6, p. 559-562. 
doi: 10.1016/j.gaceta.2017.05.014

41

Section 3

Data Interaction



43

Chapter 4

Big Data Integration Solutions in 
Organizations: A Domain-Specific 
Analysis
Sreekantha Desai Karanam,  
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Abstract

Big Data Integration (BDI) process integrates the big data arising from many diverse 
data sources, data formats presents a unified, valuable, customized, holistic view of 
data. BDI process is essential to build confidence, facilitate high-quality insights and 
trends for intelligent decision making in organizations. Integration of big data is a 
very complex process with many challenges. The data sources for BDI are traditional 
data warehouses, social networks, Internet of Things (IoT) and online transactions. 
BDI solutions are deployed on Master Data Management (MDM) systems to support 
collecting, aggregating and delivering reliable information across the organization. 
This chapter has conducted an exhaustive review of BDI literature and classified 
BDI applications based on their domain. The methods, applications, advantages and 
disadvantage of the research in each paper are tabulated. Taxonomy of concepts, table 
of acronyms and the organization of the chapter are presented. The number of papers 
reviewed industry-wise is depicted as a pie chart. A comparative analysis of curated 
survey papers with specific parameters to discover the research gaps were also tabu-
lated. The research issues, implementation challenges and future trends are highlighted. 
A case study of BDI solutions implemented in various organizations was also discussed. 
This chapter concludes with a holistic view of BDI concepts and solutions implemented 
in organizations.

Keywords: master data management (MDM), internet of things (IoT),  
business intelligence (BI), software as a service (SAAS), machine learning (ML), 
artificial intelligence (AI)

1. Introduction

Accenture company has conducted a survey on the implementation of BDI 
solutions in organizations. The survey outcome revealed that 92% of managers are 
happy with the results obtained from BDI solutions and 89% of managers agree 
that big data integration and analytics is very vital for their business planning to 
leverage competition. The Internet Trends Report from KPCB’s by Mary Meeker dis-
covered the decreasing trends in the cost of hardware technology in the past twenty 
years, the cost of computing has been reduced by 33%, 38% storage cost reduction 
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and 27% bandwidth costs reduction year after year. The major challenges faced in 
BDI processing are data selection, gathering, storing, communication, searching, 
visualization, ensuring privacy, and security of data.

The efficiency in handling big data drives effective decision making. The 
advancement in computing infrastructures, algorithms and innovative technolo-
gies have boosted the big data management and analytics domain and reduced the 
investment costs to deliver the best value for businesses.

1.1 Motivation and significance of BDI study

The business experts have agreed that big data would mean big value. The digital 
transformation of business operations is enhancing customer experience and reduc-
ing costs. Consumers would like to access personalized data and carry out business on 
the go. Online processing of bigdata using analytical platforms in the organizations 
can make the information accurate, standardized, and actionable. Acquiring insights 
from big data leverage the companies to make more informed business decisions with 
improved efficiency, and to design more BDI applications. The revolution in comput-
ing and digitalization has also increased the potential of cyber-attacks. The cyber 
threats by hackers are ever increasing and becoming more and more complex day by 
day. ML and DL techniques have been significantly applied to design intelligent and 
secure BDI solutions for automating business processes. ML projects are receiving the 
maximum funding since 2019, compared to all other AI projects combined. Walmart 
corporation has implemented BDI solutions for acquiring business intelligence and 
taking real-time business decisions. Many leading fast-food based companies such 
as McDonald’s, KFC, Pizzahut are using BDI solutions for designing their marketing 
strategies to discover the hanging business trends. The Casinos are also utilizing the 
BDI solutions to enhance their revenues in the recent years and to attract and inspire 
customers for regular visits. The hotel industry uses BDI applications to predict cus-
tomer behavior, food habits and demands. Tourists today are also using digital solu-
tions to collect information on all issues related to tourism. BDI has been applied in the 
healthcare industry for rendering quality healthcare services, decreasing the wastage 
of money and time. The governments are using BDI for developing smart city public 
services. BDI has empowered e-commerce industries such as Amazon, Flipkart, etc. 
by providing data insights and analytical reports. The integration of AI, BDI and 
visualization tools helped meteorologists to predict weather conditions precisely. BDI 
solutions have been applied successfully in modern agriculture. BDI solutions have 
also empowered digital marketing for the success of every business. The above facts 
and applications have motivated the researchers to study the BDI in detail.

1.2 International market potential

According to global forecasts BDI solutions market size is estimated to reach 
US$ 12.24 billion by 2022 at a Compound Annual Growth Rate (CAGR) of 13.7%. 
The market survey by Dresner Advisory Assc. in the year 2020 has revealed that 
80% of organizations are considering BDI solutions as critical for decision-making 
activities and 60% of them prefer to deploy BDI solutions on cloud platforms. 
International Data Corporation (IDC) has predicted that the global data-sphere 
would be about 175 zettabytes by 2025. IDC has estimated that several billion IoT 
devices and embedded systems would generate, gather, communicate a wealth 
of IoT data and carryout analytics every day throughout the world. IDC has also 
predicted that by 2025 about six billion customers or 75% of the global population 
would be communicated by using online and real-time data every day. The share of 
real-time data would be about 30% in global data as estimated by IDC.
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1.3 Overview of BDI technologies

1.3.1 BDI process types

BDI is the process of consolidating data from multiple applications and creating 
a unified view of data assets. BDI is the main component of various mission-critical 
data management projects, such as building an enterprise data warehouse, migrat-
ing data from one or multiple databases to another, and synchronizing data among 
applications. BDI directs at furnishing an integrated and consistent view of data 
coming from external and internal data sources.

1.3.1.1 Data consolidation

Big data consolidation is the process of consolidating or integrating data from 
various data sources to make a centralized data store or repository. This is an amal-
gamated data store used for diverse purposes, such as data analysis and reporting. It 
can also execute for downstream applications as a data source.

1.3.1.2 Data federation

A Data Federation is a data integration technique. Data federation is used to 
integrate the data and simplify the approach for consuming by the users and front-
end applications. In data federation, distributed data with various data models are 
combined into a unified data model that features a virtual database.

1.3.1.3 Data propagation

It is another technique for data integration. Data would be propagated 
from an enterprise data warehouse to different data marts after the needed 
transformations.

1.3.2 BDI technologies

1.3.2.1 Extract, transform, load (ETL)

ETL is the best-known data integration technology. ETL is a process of data 
integration that includes extraction of data from a source system and it’s loading 
after transformation to a target destination.

1.3.2.2 Enterprise information integration (EII)

This data integration technology is used to deliver curated data-sets on an on-
demand basis. EII is a technology that admits developers and business users alike to 
treat a range of data sources as if they were one database and represent the incom-
ing data in novel ways.

1.3.2.3 Enterprise data replication (EDR)

EDR is a real-time data consolidation method that includes moving data from 
one storage system to another. In its simplest form, having the same schema, EDR 
involves shifting a data-set from one database to another database.
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1.3.3 Bigdata integration platforms

1.3.3.1 Adeptia connect

Enterprise BDI tools provided by Adeptia may be utilized by other than techni-
cal business users. Adeptia Connect has an easy user interface to coordinate with 
all data interfaces and external connections. It also involves a no-code approach 
and self-service partner onboarding that allows partners and users to view, set 
up and coordinate data connections. The platform brags a suite of Cloud Services 
Integration and pre-built connections along with protocol support and B2B 
standards.

1.3.3.2 Alooma platform

Alooma provides a data pipeline service that combines with prevalent data 
sources. The Alooma platform contains security from end-to-end level, which 
ascertains that every event is securely moved to a data warehouse (HIPAA, SOC2, 
and EU-US Privacy Shield certified). The solution reacts to the changes in data in 
real-time to ascertain that no such events have vanished. Users can select to carry 
out changes automatically or get notified and do on-demand changes. This tool also 
automatically reduces the data volume to make control customizable.

1.3.3.3 Boomi AtomSphere

It is a Dell Technologies company’s Boomi’s flagship product. AtomSphere 
supports an integration process between cloud platforms, software-as-a-service 
applications, and on-prem systems. The visual interface is used by AtomSphere 
is used to configure application integrations. Wherever it is needed, the solu-
tion’s runtime tool, Boomi Atom, allows integrations to be deployed. Based on 
use case and functionality, the AtomSphere platform is also available in various 
editions.

1.3.3.4 Integrator.io

Celigo company provides an Integration Platform called Integrator.io as a ser-
vice product. The solution enables organizations to synchronize the data, connect 
applications, and automate processes. Celigo bundles an integration wizard that 
involves visual field mapping interface, an API assistant, and drop-down menus. 
This tool also provides integration templates which are reusable pre-configured 
on the integrator.io marketplace, permitting users to have their library of reus-
able, standalone flows.

1.3.3.5 Cleo Integration Cloud

The Cleo Integration Cloud accords organizations to connect to SaaS applica-
tions and enterprises with a range of connectors and APIs. This tool automatically 
accepts, transforms, orchestrates, connects and integrates all B2B data types 
from any source and to any target, and can be implemented via several different 
methods. Cleo Integration Cloud can also be engrafted for Information Services 
organizations or SaaS and can be used as an administered service to divest complex 
integrations to the vendor’s experts.
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1.3.3.6 Denodo Platform

The Denodo Platform provides data virtualization for integrating multi-struc-
tured sources of data from database management systems, a wide variety of other 
big data, cloud, documents, and enterprise sources. Connectivity support involves 
legacy data, flat files, relational databases, packed applications, CML, and emerging 
data types including Hadoop. The only data virtualization solution, Denodo, is to be 
represented as a virtual image on AWS Marketplace of Amazon.

1.3.3.7 Diyotta data integration suite

A unified data integration platform, Diyotta, that combines with data ware-
housing environments and modern data lake. The native processing capabilities 
and drag-and-drop user interface to build this product. Diyotta enables faster data 
movement, shorter development times, and reusability all over the enterprise to 
simplify future development. Diyotta touts the industry’s first data integration 
software to leverage modern data processing platforms like Snowflake, Google 
BigQuery, Hadoop, and Amazon Redshift.

1.3.3.8 IBM products - InfoSphere information server

IBM provides several distinct data integration tools in both cloud and on-prem 
deployments, and for every enterprise use case virtually. Its on-prem data integra-
tion suite has tools for modern data integration synchronization, data virtualiza-
tion) and traditional (replication and batch processing) requirements.

IBM also provides a range of connectors and pre-built functions. The mega-
vendors cloud integration product is considered as one of the most excellent in the 
marketplace.

1.3.3.9 Informatica products - an intelligent data platform

Informatica’s data integration tools portfolio covers both cloud deployments 
and on-prem for several enterprise use cases. The vendor integrates governance 
functionality and advanced hybrid integration with self-service business access for 
different analytical functions. Augmented integration is possible via a metadata-
driven AI engine, and Informatica’s CLAIRE Engine, that enforces machine learn-
ing. Informatica touts interoperability in strong in nature.

1.3.3.10 Microsoft Products - SQL Server Integration Services (SSIS).

The company’s SQL Server Integration Services (SSIS), traditional integra-
tion tools, is integrated inside the SQL Server DBMS platform. Microsoft also 
promotes two cloud SaaS products: Microsoft Flow and Azure Logic Apps. Flow 
is adhoc integrator-centric and integrated into the overarching Azure Logic Apps 
solution.

1.3.3.11 Oracle products - data integration cloud service

Oracle provides a full spectrum of data integration tools for modern ones  
as well as conventional use cases, in both cloud and on-prem deployments.  
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and self-service partner onboarding that allows partners and users to view, set 
up and coordinate data connections. The platform brags a suite of Cloud Services 
Integration and pre-built connections along with protocol support and B2B 
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1.3.3.2 Alooma platform
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and EU-US Privacy Shield certified). The solution reacts to the changes in data in 
real-time to ascertain that no such events have vanished. Users can select to carry 
out changes automatically or get notified and do on-demand changes. This tool also 
automatically reduces the data volume to make control customizable.

1.3.3.3 Boomi AtomSphere

It is a Dell Technologies company’s Boomi’s flagship product. AtomSphere 
supports an integration process between cloud platforms, software-as-a-service 
applications, and on-prem systems. The visual interface is used by AtomSphere 
is used to configure application integrations. Wherever it is needed, the solu-
tion’s runtime tool, Boomi Atom, allows integrations to be deployed. Based on 
use case and functionality, the AtomSphere platform is also available in various 
editions.

1.3.3.4 Integrator.io

Celigo company provides an Integration Platform called Integrator.io as a ser-
vice product. The solution enables organizations to synchronize the data, connect 
applications, and automate processes. Celigo bundles an integration wizard that 
involves visual field mapping interface, an API assistant, and drop-down menus. 
This tool also provides integration templates which are reusable pre-configured 
on the integrator.io marketplace, permitting users to have their library of reus-
able, standalone flows.

1.3.3.5 Cleo Integration Cloud

The Cleo Integration Cloud accords organizations to connect to SaaS applica-
tions and enterprises with a range of connectors and APIs. This tool automatically 
accepts, transforms, orchestrates, connects and integrates all B2B data types 
from any source and to any target, and can be implemented via several different 
methods. Cleo Integration Cloud can also be engrafted for Information Services 
organizations or SaaS and can be used as an administered service to divest complex 
integrations to the vendor’s experts.

47

Big Data Integration Solutions in Organizations: A Domain-Specific Analysis
DOI: http://dx.doi.org/10.5772/intechopen.95800

1.3.3.6 Denodo Platform

The Denodo Platform provides data virtualization for integrating multi-struc-
tured sources of data from database management systems, a wide variety of other 
big data, cloud, documents, and enterprise sources. Connectivity support involves 
legacy data, flat files, relational databases, packed applications, CML, and emerging 
data types including Hadoop. The only data virtualization solution, Denodo, is to be 
represented as a virtual image on AWS Marketplace of Amazon.
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A unified data integration platform, Diyotta, that combines with data ware-
housing environments and modern data lake. The native processing capabilities 
and drag-and-drop user interface to build this product. Diyotta enables faster data 
movement, shorter development times, and reusability all over the enterprise to 
simplify future development. Diyotta touts the industry’s first data integration 
software to leverage modern data processing platforms like Snowflake, Google 
BigQuery, Hadoop, and Amazon Redshift.

1.3.3.8 IBM products - InfoSphere information server

IBM provides several distinct data integration tools in both cloud and on-prem 
deployments, and for every enterprise use case virtually. Its on-prem data integra-
tion suite has tools for modern data integration synchronization, data virtualiza-
tion) and traditional (replication and batch processing) requirements.

IBM also provides a range of connectors and pre-built functions. The mega-
vendors cloud integration product is considered as one of the most excellent in the 
marketplace.

1.3.3.9 Informatica products - an intelligent data platform

Informatica’s data integration tools portfolio covers both cloud deployments 
and on-prem for several enterprise use cases. The vendor integrates governance 
functionality and advanced hybrid integration with self-service business access for 
different analytical functions. Augmented integration is possible via a metadata-
driven AI engine, and Informatica’s CLAIRE Engine, that enforces machine learn-
ing. Informatica touts interoperability in strong in nature.

1.3.3.10 Microsoft Products - SQL Server Integration Services (SSIS).

The company’s SQL Server Integration Services (SSIS), traditional integra-
tion tools, is integrated inside the SQL Server DBMS platform. Microsoft also 
promotes two cloud SaaS products: Microsoft Flow and Azure Logic Apps. Flow 
is adhoc integrator-centric and integrated into the overarching Azure Logic Apps 
solution.

1.3.3.11 Oracle products - data integration cloud service

Oracle provides a full spectrum of data integration tools for modern ones  
as well as conventional use cases, in both cloud and on-prem deployments.  
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The company’s product portfolio includes services and technologies that permit 
organizations for data enrichment and full lifecycle data movement. Oracle data 
integration allows permanent and uninterrupted access to data across hetero-
geneous systems via transformation, bidirectional replication, bulk data move-
ment, data services, metadata management, and data quality for product and 
customer domains.

1.3.3.12 SAP products - data services

SAP provisions clouds and on-prem integration functionality by two primary 
channels. Traditional capabilities are provided through a data management 
platform, SAP Data Services, that gives capabilities for data cleansing, integra-
tion, and quality. SAP Cloud Platform provides Integration Platform as a Service 
features are existing in it. Integration of processes and data between cloud apps, 
third-party applications, and on-prem solutions are arranged through SAP’s 
Cloud Platform.

1.4 Organization of the chapter

This chapter has been framed into seven sections. Section 1 explains the 
introduction, sub section 1.1 discusses the motivation and significance of the 
study. Sub section. 1.2 shows international market potential and 1.3 presents an 
overview of big data technologies and taxonomy. Sub section 1.4 Organization 
of the chapter, 1.5 summarizes the authors’ research contribution. 1.6 Illustrates 
the list of acronyms used. The review of recent literature is described in Section 
2. Section 2 is further divided into four subsections. 2.1 subsection describes 
the papers reviewed from one technology domain. The highlights and findings 
from each paper are tabulated. Sub section 2.2 deals with a comparative analysis 
of survey papers with specific parameters. Section 3 shows the architecture of 
BDI. 4th section deals with the research issues, challenges. Section 5. Presents 
the case studies of BDI solutions from various organizations. Section 6. 
Outlines the findings and conclusion. Section 7 is the references of the papers 
reviewed.

1.5 Research contribution

1. This study has revealed that various technologies, systems, techniques, 
 algorithms are applied for implementing business intelligence systems across 
the world. These papers have been further classified technology-wise and 
 presented as a pie chart in Figure 1.

2. A table of acronyms is presented in Table 1

3. Figure 2 presents taxonomy of concepts applied in BDI techniques in various  
applications

4. The overview of the organization of this chapter, section-wise is shown  
Figure 3.

5. In each concept of taxonomy, the existing literature has been mapped to 
 several issues as shown in Figure 4.
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6. Research issues, challenges and future directions of BDI technologies are  
discussed

7. A case study of five BDI based solutions implemented healthcare, retail, 
 finance and tourism domains are discussed

8. The set of a curated survey papers are compared with specific factors such as 
architecture, open issues and challenges, applications, taxonomy and security 
to understand the scope of coverage each paper and to understand the research 
gaps Tables 2 and 3

1.5.1 Table of acronyms

This section shows a list of all the acronyms used in this chapter for easy refer-
ence is presented Table 1.

Figure 1. 
Bigdata integration platforms.

Acronym Description Acronym Description

AI Artificial Intelligence BDI Big Data Integration

AWS Amazon Web Services AIG American International Group

B2B Business to Business CAGR Compound Annual Growth Rate

CCTV Closed Circuit TV ETL Extract, Transform, Load

EII Enterprise Information
Integration

EDR Enterprise Data
Replication

HIPAA Health Insurance Portability and
Accountability Act

ICT Information and
Communication
Technology

IoT Internet of Things MDM Master Data Management

IoMT Internet of Medical Things

SOC 2 Service organization control is an 
auditing procedure

API Application Programming 
Interface

Table 1. 
List of acronyms used in this chapter.
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Figure 4. 
Sector-wise reviewed papers.

Figure 2. 
Taxonomy of big data concepts.

Figure 3. 
Organization of the chapter.
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2. Review of recent literature

Authors have selected papers from highly reputed research journals from 
IEEE, Elsevier, Science Direct and Springer publications. About fifty-five papers 

Ref. No. Methods Used Results Applications

1 Interviewing of experts 
and content analysis 
approach was used as a 
qualitative technique for 
data gathering.

The principal problems identified 
during the study are the hardship of 
administration, the ineffectiveness 
of human resource, politics, 
standards and absence of executives

Data fusion solutions 
for public sector

2 Comparisons, 
experiments and 
questionnaires

The decorum status of high 
recognition of positive viewpoint is 
around 65%. Negative perspective 
has an absence of etiquette 
knowledge accounted for 56%

Talent refinement of 
college students

3 Semantic data model, 
Resource description 
system, SPARQL, 
semantic query language

Semantic extract transform 
load system produces semantic 
information that would possibly be 
distributed on the web as Web of 
data.

Innovative Big data 
applications in fuel 
economy, household 
transportation and 
vehicles

4 Exploration of BDI based 
on stage, features and 
semantic meaning

Big data problems are resolved by 
appropriate BDI methods.

Open cross-domain 
Big data

5 A study on analysis of 
industrial needs and 
potential applications of 
BDI in the public sector

A set of open research questions 
such as scalability of data required in 
real-time applications

Labor agency, Online 
gambling operations, 
Public Safety, and 
Predictive policing

Table 2.  
Public sector review summary.

Ref. No. Methods Used Results Applications

6 Review of literature on BDI, 
Business Intelligence and Cloud 
Computing

It is possible to integrate 
technologies to the need of SMEs

Small and 
Medium-sized 
organizations

7 Developing a deployable data 
integration tool that handles 
technical issues.

Shortage of machine learning 
examples, the requirement of 
clarifying business owners’ 
outcomes and the expense of 
involving domain experts.

Scalable data 
integration 
challenges in 
the enterprise

8 The amalgamation of diverse 
sources in the Hadoop environment 
with HDFS. Spark computation 
model with a Hive database as a 
distributed data warehouse

A prototype of a data integration 
system

E-Commerce 
Domain

9 A study on data collection, 
analytics implementation, and 
benefits of BDI

BDI implementation in business 
organizations improves business 
performance

Performance 
improvement 
in business 
organization

10 Randomly selected articles on big 
data are reviewed to analyze the 
role of big data in business

As per the study, 63% of business 
reported that the implementation 
of big data is useful to business

Decision 
making in 
business

Table 3. 
Business sector review summary.
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covering big data integration concepts and applications are reviewed. This section 
presents the findings and highlights from each reviewed paper which are orga-
nized domain-wise.

2.1 Review of the public sector

Hasliza et al. analyzed the fundamental problems and difficulties encountered 
by the BDI solutions in the public sector [1]. The discovery of the right dimen-
sions and factors are important to find the solutions to these problems. Zhang has 
reported the BDI solutions for professional procedure amalgamation in modern 
decorum [2]. The comparisons, experiments and questionnaires concerning the BDI 
concepts are discussed. Bansal has proposed the use of semantic technologies for 
the distribution of information in the contest of semantic ETL [3]. This information 
is open and the data was gathered from various sources. Zheng et al. have presented 
significant standards, classification of strategies and models of BDI process [4]. The 
real BDI issues are discussed using these models.

Authors have classified BDI techniques based on different combinations of 
strategies such as stage, feature and semantics. Munne has explained the techno-
logical trends for current social and economical status. This paper highlighted BDI 
technologies and applications in the public sector [5]. Table 2 presents a summary 
of the highlights of the papers reviewed the public sector.

2.2 Review from business sector literature

The study by Camargo et al. revealed the possibility of incorporating and 
implementing BDI technologies to the needs of small and medium scale enterprises 
[6]. Some companies are offering open source BDI tools for organizations for intel-
ligent business decision making. Stonebraker et al. discussed the difficulties in the 
scalability of BDI solutions today and in near future [7]. This analysis was carried 
out using the past five years’ data from large enterprises. The integration of data 
from heterogeneous sources in a distributed environment was explored by Sazontev 
et al. [8]. The authors have explained the process of BDI framework development 
and its methodology. Alsghaier et al. discussed BDI process in Hadoop platform for 
business organizations. Authors focused on the implementation and benefits of big 
data analytics in business organizations [9].

Alam et al. have reviewed the role of BDI in the business sector [10]. Table 3 
presents a summary of highlights from the business sector review.

2.3 Review of the finance sector

Fikri et al. presented a BDI approach combined with distributed datasets of 
financial ontology and a real-time data stream [11]. This model was associated with 
classic ETL. This model was suitable for handling BDI in real-time. Bucea-Manea-
Tonis illustrated the use of predictive logic in deductive frameworks to integrate 
different sets of data types [12]. Chen et al. have proposed a framework for manag-
ing data with heterogeneity problems [13]. This unified data model was adaptable to 
different data sources by setting up panoramic data. Hussain and Prieto discussed 
the analysis of industrial needs, constraints and potential applications of BDI to 
insurance and finance sectors [14]. Authors have mapped the requirements to 
research queries. The paper by Avi and Kamaruddin reported the role of BDI in 
insurance, finance and banking sectors [15]. Authors have highlighted the benefits 
of cutting-edge technologies associated with BDI in the financial sector. Table 4 
presents a summary of highlights from the finance sector review.
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2.4 Review of agriculture sector

BDI and data analytics concepts are emphasized by Nabrzyski et al. [16]. 
This proposed solution incorporates the execution of complex queries on various 
datasets. These data sets contain the layers of raster and geospatial data. Kim and 
Tam (2020) have proposed a data integration estimator [17]. This is a classifica-
tion technique with non-parametric and overlapping units which recognizes and 
corrects misclassification errors. Saggi and Jain (2018) have reported a data analyt-
ics solution for organizations [18]. This solution performs an exhaustive realistic 
analysis. The components of BDI application platforms are discussed. Authors have 
thrown light on past, current research issues and future directions.

Ribarics (2016) explained the importance of big data in agricultural sector [19]. 
The author has highlighted the need for using technological innovations in farming. 
Sarker et al. (2020) discussed the impact of BDI in digital farming [20].

The study results showed that big data analytics helps the farmers in crop 
management and yield forecasting. This study also revealed that BDI in farming is 
not fully established. Table 5 presents a summary of highlights from the agriculture 
sector review.

2.5 Review of literature on BDI in smart cities

Kaur and Kushwaha (2018) were motivated by different applications of BDI 
and IoT integration in smart cities [21]. The earlier researchers reviewed the 
critical data analysis issues. Huang et al. (2014) have proposed HiperFuse solution 
for addressing BDI challenges and automating the BDI process [22]. Nuaimi et al. 
(2015) reviewed the prospects, issues and advantages of BDI in smart cities. This 
study discussed the BDI challenges faced in smart cities [23]. Gomes et al. (2016) 

Ref. No. Methods Used Results Applications

11 Combining distributed 
datasets of financial 
ontology and real-time 
stream

The data integration pipeline 
in real-time. The use of 
Apache Spark enhances short 
time frames for quality and 
availability reporting

Data integration in real-
time, Financial reporting

12 Predicate logic in 
deductive systems

Integrates different kinds of data 
types

E-Commerce 
applications

13 Integrating heterogeneous 
data from multiple 
sources, Big data ETL in a 
distributed environment

Better performance in 
processing data integration from 
multiple sources

Power dispatching and 
control system

14 A review of industrial 
needs, constraints and 
application

Highlights the challenges 
in providing an effective 
technological solution

Manipulation 
recognition, threat 
management in finance 
and insurance sectors

15 A comprehensive review 
of the banking sector in 
terms of digital banking, 
analytics, mobile banking. 
Use cases of the latest 
technologies in the 
banking sector

Various business problems 
are solved by using the latest 
technological trends and big 
data analytics in the banking 
industry

Big data analytics for the 
banking industry

Table 4. 
Finance sector review summary.
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technologies in the 
banking sector

Various business problems 
are solved by using the latest 
technological trends and big 
data analytics in the banking 
industry

Big data analytics for the 
banking industry

Table 4. 
Finance sector review summary.
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demonstrated a smart city project model using BDI solutions in Brazil [24]. This 
project proposed a model that can be hosted in big data servers.

Alshawish et al. (2016) discussed the role and potential of BDI solutions in smart 
cities [25]. The authors have explained the complete process of BDI applications in 
smart cities.

This study has incorporated some real-world examples of smart city compo-
nents. Table 6 presents a summary of highlights from the smart cities review.

2.6 Manufacturing

Ahmed et al. (2016) have proposed a Generating Attributes with Rolled Paths 
(GARP) algorithm that creates a mining table attributes from multiple data sources 
[26]. The experiments were carried out on the U.S. consumer electric retailer 
dataset and revealed that classification accuracy was improved by using GAPR. 
Bennani et al. (2014) have reported a guided BDI solution with Service Level 
Agreement (SLA) for querying data from multiple clouds [27]. The methodolo-
gies and algorithms designed are applied to energy utilization. Product planning, 
product design, manufacturing and maintenance process are reviewed in terms of 
concepts and applications. Qi and Tao (2018) provided a 360-degree review of big 
data in smart manufacturing [28]. Product planning, product design, manufactur-
ing and maintenance processes are reviewed in terms of concepts and applications. 
Hufnagel et al. (2015) demonstrated a distributed integration model applicable 
to the manufacturing industry [29]. This research has created the user-oriented 
integration platform using a modular approach. O’Donovan et al. (2015) reported 
a detailed review of BDI implementation in the manufacturing sector. This study 
has provided a detailed review of big data research in manufacturing [30]. Table 7 
presents a summary of highlights from the manufacturing sector review.

Ref. No. Methods Used Results Applications

16 Data acquisition and 
semantic integration, 
statistical data analysis, data 
visualization, data query 
language, and geospatial data 
techniques

Data integration and big 
data analytics solution 
are discussed

Agriculture decision support 
system. Helps the policymakers 
to implement restoration 
strategies

17 Identifying overlapping 
units, matching variables, 
and classification methods

Estimation of the 
missing data stratum, 
independent probability 
of sample infinite 
population

Agricultural census data 
analysis of Australia for the 
year 2015–2016

18 Characteristics of BDA, 
architecture, technologies, 
the relationship between 
value creation and BDA, 
applications

Big data analytics 
framework for value 
creation

Smart city, cybersecurity, 
agriculture and healthcare 
domains

19 Summary of Oracle’s strategic 
white paper on Big data 
applications

Big data analytics 
as technological 
innovation in farming

Farming and food production

20 The comprehensive review 
reveals the impact of big data 
infarming

Farming is not fully 
equipped with big data 
technologies.

Big data analytics helps the 
farmer in crop management 
and forecasting

Table 5. 
 Agriculture sector review summary.
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2.7 Review of healthcare sector

Hardiman has explored BDI methodologies for Omics data and network algo-
rithm development [31]. The objective was to channel the gap between phenotype 
and genotype which were not applied earlier. These researchers used spectrom-
etry permitted geneticists, deep sequencing technologies, biostatisticians and 
biologists. Bhandari et al. have explained HGBEnviroScreen in their paper [32].  

Ref. No. Methods Used Results Applications

21 Various technologies for the 
handling of big data and IoT 
integration

A new data architecture that 
supports IoT and other data 
resources

Critical data analysis 
solution for IoT and 
Big Data

22 Data mixing planner, domain-
specific data models, robust 
type inference, and declarative 
interface

Automates the data 
integration process and 
leverages key capabilities

Website visitors income 
analysis, retail business 
analytics

23 Literature survey on prospects, 
issues and advantages of big data 
technologies in smart cities

Big data applications for 
smart use of data and 
operations in smart cities

Effective management 
of smart city resources

24 Design of smart city project 
model using big data in Brazil

This software can be used in 
big data servers

Software for smart city 
project in Brazil

25 Collecting data from networks, 
processing data with various 
stages and visualization data

Big data-driven smart 
city improves smart city 
applications

Smart Energy, Smart 
public safety and Smart 
traffic systems.

Table 6. 
Smart cities sector review summary.

Ref. No. Methods Used Results Applications

26 Automatic generation of 
discriminant features, 
aggregation of information from 
multiple resources

Classification accuracy 
improvement and 
discriminant feature 
generation. Mitigates the 
impact of class imbalance

Consumer electronic 
retailer in Circuit City 
U.S.

27 The economic model of the cloud 
referred for lookup, aggregation 
and correlation in SLA data 
integration, handling SLA 
interoperability and collaboration

A distributed data as a 
service for SLA guided data 
aggregation framework

Energy consumption 
applications, data 
integration of political 
campaign and 
electronics

28 Compare and contrast of digital 
twin and big data. Product 
planning, product design, 
manufacturing and maintenance 
process are reviewed in terms of 
concepts and applications

Digital twin and big data 
have great significance in 
smart manufacturing

Smart manufacturing 
in workshop or 
factory

29 Featuring missing connection 
between successful business 
integration concept and proven 
graphical description

User-oriented integration 
platform using a modular 
approach

Workflows and 
product life cycles in 
the manufacturing 
industry

30 Captured the status of big data 
research in manufacturing, and 
compared the secondary research 
studies

Usage of big data 
technologies in 
manufacturing for 
maintenance and diagnosis

Various 
manufacturing 
domain

Table 7. 
Manufacturing sector review summary.
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demonstrated a smart city project model using BDI solutions in Brazil [24]. This 
project proposed a model that can be hosted in big data servers.

Alshawish et al. (2016) discussed the role and potential of BDI solutions in smart 
cities [25]. The authors have explained the complete process of BDI applications in 
smart cities.

This study has incorporated some real-world examples of smart city compo-
nents. Table 6 presents a summary of highlights from the smart cities review.

2.6 Manufacturing

Ahmed et al. (2016) have proposed a Generating Attributes with Rolled Paths 
(GARP) algorithm that creates a mining table attributes from multiple data sources 
[26]. The experiments were carried out on the U.S. consumer electric retailer 
dataset and revealed that classification accuracy was improved by using GAPR. 
Bennani et al. (2014) have reported a guided BDI solution with Service Level 
Agreement (SLA) for querying data from multiple clouds [27]. The methodolo-
gies and algorithms designed are applied to energy utilization. Product planning, 
product design, manufacturing and maintenance process are reviewed in terms of 
concepts and applications. Qi and Tao (2018) provided a 360-degree review of big 
data in smart manufacturing [28]. Product planning, product design, manufactur-
ing and maintenance processes are reviewed in terms of concepts and applications. 
Hufnagel et al. (2015) demonstrated a distributed integration model applicable 
to the manufacturing industry [29]. This research has created the user-oriented 
integration platform using a modular approach. O’Donovan et al. (2015) reported 
a detailed review of BDI implementation in the manufacturing sector. This study 
has provided a detailed review of big data research in manufacturing [30]. Table 7 
presents a summary of highlights from the manufacturing sector review.

Ref. No. Methods Used Results Applications
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semantic integration, 
statistical data analysis, data 
visualization, data query 
language, and geospatial data 
techniques

Data integration and big 
data analytics solution 
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Agriculture decision support 
system. Helps the policymakers 
to implement restoration 
strategies

17 Identifying overlapping 
units, matching variables, 
and classification methods

Estimation of the 
missing data stratum, 
independent probability 
of sample infinite 
population

Agricultural census data 
analysis of Australia for the 
year 2015–2016

18 Characteristics of BDA, 
architecture, technologies, 
the relationship between 
value creation and BDA, 
applications

Big data analytics 
framework for value 
creation

Smart city, cybersecurity, 
agriculture and healthcare 
domains

19 Summary of Oracle’s strategic 
white paper on Big data 
applications

Big data analytics 
as technological 
innovation in farming

Farming and food production

20 The comprehensive review 
reveals the impact of big data 
infarming

Farming is not fully 
equipped with big data 
technologies.

Big data analytics helps the 
farmer in crop management 
and forecasting
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2.7 Review of healthcare sector

Hardiman has explored BDI methodologies for Omics data and network algo-
rithm development [31]. The objective was to channel the gap between phenotype 
and genotype which were not applied earlier. These researchers used spectrom-
etry permitted geneticists, deep sequencing technologies, biostatisticians and 
biologists. Bhandari et al. have explained HGBEnviroScreen in their paper [32].  

Ref. No. Methods Used Results Applications

21 Various technologies for the 
handling of big data and IoT 
integration

A new data architecture that 
supports IoT and other data 
resources

Critical data analysis 
solution for IoT and 
Big Data

22 Data mixing planner, domain-
specific data models, robust 
type inference, and declarative 
interface

Automates the data 
integration process and 
leverages key capabilities

Website visitors income 
analysis, retail business 
analytics

23 Literature survey on prospects, 
issues and advantages of big data 
technologies in smart cities

Big data applications for 
smart use of data and 
operations in smart cities

Effective management 
of smart city resources

24 Design of smart city project 
model using big data in Brazil

This software can be used in 
big data servers

Software for smart city 
project in Brazil

25 Collecting data from networks, 
processing data with various 
stages and visualization data

Big data-driven smart 
city improves smart city 
applications

Smart Energy, Smart 
public safety and Smart 
traffic systems.

Table 6. 
Smart cities sector review summary.

Ref. No. Methods Used Results Applications
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aggregation of information from 
multiple resources

Classification accuracy 
improvement and 
discriminant feature 
generation. Mitigates the 
impact of class imbalance

Consumer electronic 
retailer in Circuit City 
U.S.

27 The economic model of the cloud 
referred for lookup, aggregation 
and correlation in SLA data 
integration, handling SLA 
interoperability and collaboration

A distributed data as a 
service for SLA guided data 
aggregation framework

Energy consumption 
applications, data 
integration of political 
campaign and 
electronics

28 Compare and contrast of digital 
twin and big data. Product 
planning, product design, 
manufacturing and maintenance 
process are reviewed in terms of 
concepts and applications

Digital twin and big data 
have great significance in 
smart manufacturing

Smart manufacturing 
in workshop or 
factory

29 Featuring missing connection 
between successful business 
integration concept and proven 
graphical description

User-oriented integration 
platform using a modular 
approach

Workflows and 
product life cycles in 
the manufacturing 
industry

30 Captured the status of big data 
research in manufacturing, and 
compared the secondary research 
studies

Usage of big data 
technologies in 
manufacturing for 
maintenance and diagnosis

Various 
manufacturing 
domain

Table 7. 
Manufacturing sector review summary.
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This is an EJ mapping tool providing the key services online to local decision-
makers and communities. This study has resulted in multiple risk factors lead-
ing to the largest vulnerability census tracts. These risk factors lead to natural 
disaster, social vulnerability and flooding. Shayne et al. have carried out a com-
prehensive study of integration solutions for big medical data [33]. This study 
has covered the applications, tools and technologies of BDI in the healthcare 
domain. Eftekhari et al. have proposed software as a service architecture [34]. 
This provides backend infrastructure for database access operations on data from 
different data sources. This methodology was approved with a proof-of-concept 
prototype developed on the OpenStack cloud architecture. Vidal et al. have pre-
sented a knowledge-driven framework [35]. This framework extracts knowledge 
from short text and unstructured data.

This framework used controlled vocabularies and ontologies to clarify the 
extracted entities and relations. Husain et al. have reported SOCR data dashboard 
design, implementation, and testing. SOCR does exploratory questioning of 
multi-source and heterogeneous and datasets [36]. Table 8 presents a summary of 
highlights from the healthcare sector review.

Ref. No. Methods Used Results Applications

31 Network algorithms and Gene 
ontology path are followed

Chanel the gap between 
phenotype and genotype 
on a scale using high 
throughput techniques

Biomedical, clinical 
and Omics data 
integration

32 Five domains data collected at 
HGB region for the year 1990 
and designed EJ mapping tool for 
community online services

Online services for 
decision-makers and 
community by EJ mapping 
tool

Usage of result in a 
community action 
plan by community 
partners

33 Usage of various tools, techniques 
and applications of data 
integration in the healthcare 
domain. Analysis of integration 
techniques abilities to handle 
speed, variety and uncertainty.

Strength and weaknesses 
of various solutions, and its 
findings

Healthcare big data 
integration

34 Designing Big data store by 
collecting data from multiple 
sources. Web interface and 
RESTful APIs for the integration 
of RDBMSs with non-relational 
databases. The queries on such 
remote databases by proof of 
concept.

SaaS framework for 
integrating multiple 
data sources performing 
operations such as data 
access, querying and 
visualization

Ad-hoc querying of 
health care datasets

35 Data integration of multiple data 
resources, Knowledge-driven 
framework for data description 
that uses knowledge graph

Ontologies and unified 
schema as a knowledge 
graph for describing 
integrated data

Discovery of 
interactions among 
drugs in treatments 
with much faster 
running time 
prescribed to lung 
cancer patients

36 Human-machine interface 
for integration of data from 
heterogeneous resources in a 
secure and scalable way

Human-machine 
interactions customization

Service-oriented 
infrastructure for 
healthcare data.

Table 8. 
Healthcare sector review summary.
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2.8 Review of communication sector

Cheng et al. proposed a remote sensing data management system [37]. This sys-
tem is distributed multisource and followed the MongoDB model. The remote sens-
ing, data integration and access are examined by designing a set of experiments.

Wang et al. have described the major aspects of BDI such as characteristics, 
advantages, platform architecture, and application areas in telecommunication 
[38]. This research can be extended by improving multiple levels of protection tech-
nologies in the big data platform. Yayah et al. explained a few use cases of machine 
learning implementation in big data platforms [39]. Scalability and extensibility are 
the parameters used for the evaluation of BDI technologies. Nwanga et al. studied 
the impact of big data analytics in mobile phone industry [40]. This study has 
revealed that BDI solutions and big data analytics has an impact on the growth of 
the telecommunication industry by adding huge data insights. Table 9 presents a 
summary of highlights from the communication sector review.

2.9 Review of supply chain sector

Antonio et al. presented a literature survey of simulation techniques in supply 
chain risks [41]. The authors have highlighted the significance of BDI in supply chain 
systems. This analysis has concluded that the problem at hand is simplified without 
complexity in modeling. This study has complied with industry 4.0 standards. 
Ostrowski et al. have explored the potential of semantic web technologies by dem-
onstrating a case study in the supply chain [42]. Authors have identified the system 
for supporting data from multiple sources. This study was carried out by semi-auto-
mated mapping using shared domain ontology. Awwad et al. provided a review on 
applications, advantages and issues of BDI technologies for the supply chain manage-
ment [43]. The supply chain risk management was carried out using data analytics 
by making a proactive decision. Lia and Liu have illustrated a data-driven framework 
for supply chain management [44]. The various circumstances of the supply chain 

Ref. No. Methods Used Results Applications

37 Multi-Source BDI
framework, Spatial 
Segmentation Indexing 
Model, integration based 
on distributed storage

Scalable storage data 
integration architecture, 
latest technical support and 
development

Professional remote 
sensing big data

38 Introduced and reviewed 
major aspects of big data 
such as characteristics, 
advantages, platform 
architecture, and 
application areas in 
telecommunication

Internal data applications 
enhance the efficiency of big 
data applications. External 
cooperation provides better 
services.

Development in 
telecommunication 
organization

39 Integrating machine 
learning tools in the 
Hadoop platform

Adoption and improvement 
of big data in the 
telecommunication industry

Telco, Retail, Financial 
Services and Energy 
sector

40 Comprehensive study 
and analysis of the impact 
of big data in the mobile 
industry

Big data analytics has 
impact on the growth of the 
telecommunication industry

Growth of the 
telecommunication 
industry with help of 
big data

Table 9. 
Communication sector review summary.
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This is an EJ mapping tool providing the key services online to local decision-
makers and communities. This study has resulted in multiple risk factors lead-
ing to the largest vulnerability census tracts. These risk factors lead to natural 
disaster, social vulnerability and flooding. Shayne et al. have carried out a com-
prehensive study of integration solutions for big medical data [33]. This study 
has covered the applications, tools and technologies of BDI in the healthcare 
domain. Eftekhari et al. have proposed software as a service architecture [34]. 
This provides backend infrastructure for database access operations on data from 
different data sources. This methodology was approved with a proof-of-concept 
prototype developed on the OpenStack cloud architecture. Vidal et al. have pre-
sented a knowledge-driven framework [35]. This framework extracts knowledge 
from short text and unstructured data.

This framework used controlled vocabularies and ontologies to clarify the 
extracted entities and relations. Husain et al. have reported SOCR data dashboard 
design, implementation, and testing. SOCR does exploratory questioning of 
multi-source and heterogeneous and datasets [36]. Table 8 presents a summary of 
highlights from the healthcare sector review.

Ref. No. Methods Used Results Applications

31 Network algorithms and Gene 
ontology path are followed
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phenotype and genotype 
on a scale using high 
throughput techniques

Biomedical, clinical 
and Omics data 
integration

32 Five domains data collected at 
HGB region for the year 1990 
and designed EJ mapping tool for 
community online services

Online services for 
decision-makers and 
community by EJ mapping 
tool

Usage of result in a 
community action 
plan by community 
partners

33 Usage of various tools, techniques 
and applications of data 
integration in the healthcare 
domain. Analysis of integration 
techniques abilities to handle 
speed, variety and uncertainty.

Strength and weaknesses 
of various solutions, and its 
findings

Healthcare big data 
integration

34 Designing Big data store by 
collecting data from multiple 
sources. Web interface and 
RESTful APIs for the integration 
of RDBMSs with non-relational 
databases. The queries on such 
remote databases by proof of 
concept.

SaaS framework for 
integrating multiple 
data sources performing 
operations such as data 
access, querying and 
visualization

Ad-hoc querying of 
health care datasets

35 Data integration of multiple data 
resources, Knowledge-driven 
framework for data description 
that uses knowledge graph

Ontologies and unified 
schema as a knowledge 
graph for describing 
integrated data

Discovery of 
interactions among 
drugs in treatments 
with much faster 
running time 
prescribed to lung 
cancer patients

36 Human-machine interface 
for integration of data from 
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Human-machine 
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Service-oriented 
infrastructure for 
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2.8 Review of communication sector

Cheng et al. proposed a remote sensing data management system [37]. This sys-
tem is distributed multisource and followed the MongoDB model. The remote sens-
ing, data integration and access are examined by designing a set of experiments.

Wang et al. have described the major aspects of BDI such as characteristics, 
advantages, platform architecture, and application areas in telecommunication 
[38]. This research can be extended by improving multiple levels of protection tech-
nologies in the big data platform. Yayah et al. explained a few use cases of machine 
learning implementation in big data platforms [39]. Scalability and extensibility are 
the parameters used for the evaluation of BDI technologies. Nwanga et al. studied 
the impact of big data analytics in mobile phone industry [40]. This study has 
revealed that BDI solutions and big data analytics has an impact on the growth of 
the telecommunication industry by adding huge data insights. Table 9 presents a 
summary of highlights from the communication sector review.

2.9 Review of supply chain sector

Antonio et al. presented a literature survey of simulation techniques in supply 
chain risks [41]. The authors have highlighted the significance of BDI in supply chain 
systems. This analysis has concluded that the problem at hand is simplified without 
complexity in modeling. This study has complied with industry 4.0 standards. 
Ostrowski et al. have explored the potential of semantic web technologies by dem-
onstrating a case study in the supply chain [42]. Authors have identified the system 
for supporting data from multiple sources. This study was carried out by semi-auto-
mated mapping using shared domain ontology. Awwad et al. provided a review on 
applications, advantages and issues of BDI technologies for the supply chain manage-
ment [43]. The supply chain risk management was carried out using data analytics 
by making a proactive decision. Lia and Liu have illustrated a data-driven framework 
for supply chain management [44]. The various circumstances of the supply chain 

Ref. No. Methods Used Results Applications

37 Multi-Source BDI
framework, Spatial 
Segmentation Indexing 
Model, integration based 
on distributed storage

Scalable storage data 
integration architecture, 
latest technical support and 
development

Professional remote 
sensing big data

38 Introduced and reviewed 
major aspects of big data 
such as characteristics, 
advantages, platform 
architecture, and 
application areas in 
telecommunication

Internal data applications 
enhance the efficiency of big 
data applications. External 
cooperation provides better 
services.

Development in 
telecommunication 
organization

39 Integrating machine 
learning tools in the 
Hadoop platform

Adoption and improvement 
of big data in the 
telecommunication industry

Telco, Retail, Financial 
Services and Energy 
sector

40 Comprehensive study 
and analysis of the impact 
of big data in the mobile 
industry

Big data analytics has 
impact on the growth of the 
telecommunication industry

Growth of the 
telecommunication 
industry with help of 
big data

Table 9. 
Communication sector review summary.
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are accommodated by enabling multiple working modes. Benabdellah et al. discussed 
the impact of big data on supply chain management [45].

The survey of various supply chain operation reference model presented their 
applications and challenges. Table 10 presents a summary of highlights from the 
supply chain sector review.

2.10 Review of research domain

A review by Li presented BDI technology applications for the analysis of Chinese 
and Russian dance components with modern features [46]. Arputhamary and 
Arockiam presented the prominence of BDI by identifying the open problems and the 
same is extended to proceed with future research in the big data environment [47]. 
Kadadi et al. have surveyed BDI methods and their interoperability [48]. Authors have 
also explored its usage in big data setup and the corresponding challenges. Ostrowski 
and Kim have presented a BDI strategy based on ontology [49]. BDI strategy was 
implemented in Apache Spark prototyping environment that generates ontology 
versions using rule-based translations. Sottovia et al. have described the Research 
Alps project pipeline. This project was funded by the EU Commission [50]. They have 
created an open dataset providing Alpine area research centre details. Portugal et al. 
have presented a high-level spatial–temporal architectural framework for massive data 
integration, analysis and provenance management [51]. This methodology was applied 
for BDI analysis. Table 11 presents a summary of the highlights of the research review.

2.11 Review of recent advancements in BDI

Large scale implementation of BDI solutions is a very complex and difficult 
process than automating data transformation processes. To reduce the complexity, 
the organizations should implement the procedures for data discovery, semantic or 

Ref. No. Methods Used Results Applications

41 Literature survey of 
simulation techniques for the 
analysis and synthesizing 
risks in supply chains

Analyzed the impact of risks in 
supply chains

Supply chain 
management

42 Semantics with annotation in 
Ontology federation process, 
Integration of data from 
multiple resources using 
shared domain ontology

Integration of data from 
multiple resources using semi-
automated mapping

Supply chain risk 
detection

43 Detailed review on 
applications, advantages 
and issues of big data 
technologies for supply chain 
management

Infrastructure and human 
skillset need to be improved, 
new and effective techniques 
need to be developed

Supply chain in 
manufacturing and 
logistics

44 Design and development of 
a data-driven framework for 
supply chain management

Multiple working modes 
of big data in supply chain 
management

Power split device in 
hybrid vehicles

45 A detailed survey of various 
supply chain operations 
reference model with 
opportunities and challenges.

Studies revealed that the 
supply chain process is having 
higher importance

The supply chain 
and manufacturing 
products

Table 10. 
Supply chain sector review summary.
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business comprehension of data, metadata management, structured and unstruc-
tured data management, and transformation. Integrating unstructured and semi-
structured data enables organizations to manage modern data sources containing 
text, images, and video. A survey was conducted by AtScale Inc. in collaboration 
with Cloudera and ODPi.org reveals that most of the organizations are select-
ing multi-cloud strategies for BDI implementation. Data virtualization and data 
governance are their top priorities [52]. This survey has collected data from 150 data 
practitioners where the respondents are from multiple industries around the world. 
The online magazine “Smarter with Gartner” has reported that top ten technology 
trends in data analytics require essential investments [53].

This article revealed that the combination of machine learning algorithms and 
data technologies could help the medical and public health experts to discover new 
possible treatments. The article entitled “2020 CRN Big Data 100” published in “Data 
Integration Solutions Review” enlists the emerging big data tool vendors [54]. This 
list provides the details of data integration software, tools, platforms and vendors. A 
data-driven technique for a hybrid BDI using multilayer perceptron was discussed in 
this research [55]. A customized multilayer perceptron model was constructed using 
time-based parameters. The fields applied in optimization analysis are also used in the 
error matrix through additional neural network model. Research results revealed that 
this solution captures the variations in state variables. BDI project implementation 
for COVID-19 analytics was discussed [56]. This project was funded by the European 
Union research fund. This platform combines information from multiple sources such 
as world news, social media, published science and health data from healthcare insti-
tutions. The project design was co-created with industry, academia, health profession-
als, and policymakers to align with innovative technologies. This project successfully 
provides useful and actionable information to public health authorities.

Ref. No. Methods Used Results Applications

46 Big Data Technology Combination of Chinese 
and Russian cultural 
and modern features

Dance elements

47 Importance of BDI issues and 
challenges are identified

The existing techniques 
and approaches are 
inefficient to handle the 
problems.

Possible research 
directions

48 Addressing challenges of BDI such 
as Data accommodation, Data 
irregularity, Query optimization, 
Extensibility, ETL processing

Big data integration 
architecture

BDI within the 
organization and inter 
organizations

49 Ontology-based data integration, 
creation of new ontology versions 
by using rule-based translation

Multiple data sources 
‘Semi-automated 
mapping

Large scale Big data 
applications

50 M-STEP and entity matching 
method and functional framework 
to deal with hierarchical data 
instances

Open dataset providing 
Alpine area research 
centres details

Research Alps 
project funded by EU 
commission

51 Domain experts focusing on 
appropriate analysis steps, 
high-level models linked with code 
produces middleware

Model-driven 
techniques resulting 
in data integration and 
analysis

Provenance 
information

Table 11. 
Research domain review summary.
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are accommodated by enabling multiple working modes. Benabdellah et al. discussed 
the impact of big data on supply chain management [45].

The survey of various supply chain operation reference model presented their 
applications and challenges. Table 10 presents a summary of highlights from the 
supply chain sector review.

2.10 Review of research domain

A review by Li presented BDI technology applications for the analysis of Chinese 
and Russian dance components with modern features [46]. Arputhamary and 
Arockiam presented the prominence of BDI by identifying the open problems and the 
same is extended to proceed with future research in the big data environment [47]. 
Kadadi et al. have surveyed BDI methods and their interoperability [48]. Authors have 
also explored its usage in big data setup and the corresponding challenges. Ostrowski 
and Kim have presented a BDI strategy based on ontology [49]. BDI strategy was 
implemented in Apache Spark prototyping environment that generates ontology 
versions using rule-based translations. Sottovia et al. have described the Research 
Alps project pipeline. This project was funded by the EU Commission [50]. They have 
created an open dataset providing Alpine area research centre details. Portugal et al. 
have presented a high-level spatial–temporal architectural framework for massive data 
integration, analysis and provenance management [51]. This methodology was applied 
for BDI analysis. Table 11 presents a summary of the highlights of the research review.

2.11 Review of recent advancements in BDI

Large scale implementation of BDI solutions is a very complex and difficult 
process than automating data transformation processes. To reduce the complexity, 
the organizations should implement the procedures for data discovery, semantic or 

Ref. No. Methods Used Results Applications

41 Literature survey of 
simulation techniques for the 
analysis and synthesizing 
risks in supply chains

Analyzed the impact of risks in 
supply chains

Supply chain 
management

42 Semantics with annotation in 
Ontology federation process, 
Integration of data from 
multiple resources using 
shared domain ontology

Integration of data from 
multiple resources using semi-
automated mapping

Supply chain risk 
detection

43 Detailed review on 
applications, advantages 
and issues of big data 
technologies for supply chain 
management

Infrastructure and human 
skillset need to be improved, 
new and effective techniques 
need to be developed

Supply chain in 
manufacturing and 
logistics

44 Design and development of 
a data-driven framework for 
supply chain management

Multiple working modes 
of big data in supply chain 
management

Power split device in 
hybrid vehicles

45 A detailed survey of various 
supply chain operations 
reference model with 
opportunities and challenges.

Studies revealed that the 
supply chain process is having 
higher importance

The supply chain 
and manufacturing 
products

Table 10. 
Supply chain sector review summary.
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business comprehension of data, metadata management, structured and unstruc-
tured data management, and transformation. Integrating unstructured and semi-
structured data enables organizations to manage modern data sources containing 
text, images, and video. A survey was conducted by AtScale Inc. in collaboration 
with Cloudera and ODPi.org reveals that most of the organizations are select-
ing multi-cloud strategies for BDI implementation. Data virtualization and data 
governance are their top priorities [52]. This survey has collected data from 150 data 
practitioners where the respondents are from multiple industries around the world. 
The online magazine “Smarter with Gartner” has reported that top ten technology 
trends in data analytics require essential investments [53].

This article revealed that the combination of machine learning algorithms and 
data technologies could help the medical and public health experts to discover new 
possible treatments. The article entitled “2020 CRN Big Data 100” published in “Data 
Integration Solutions Review” enlists the emerging big data tool vendors [54]. This 
list provides the details of data integration software, tools, platforms and vendors. A 
data-driven technique for a hybrid BDI using multilayer perceptron was discussed in 
this research [55]. A customized multilayer perceptron model was constructed using 
time-based parameters. The fields applied in optimization analysis are also used in the 
error matrix through additional neural network model. Research results revealed that 
this solution captures the variations in state variables. BDI project implementation 
for COVID-19 analytics was discussed [56]. This project was funded by the European 
Union research fund. This platform combines information from multiple sources such 
as world news, social media, published science and health data from healthcare insti-
tutions. The project design was co-created with industry, academia, health profession-
als, and policymakers to align with innovative technologies. This project successfully 
provides useful and actionable information to public health authorities.

Ref. No. Methods Used Results Applications

46 Big Data Technology Combination of Chinese 
and Russian cultural 
and modern features

Dance elements

47 Importance of BDI issues and 
challenges are identified

The existing techniques 
and approaches are 
inefficient to handle the 
problems.

Possible research 
directions

48 Addressing challenges of BDI such 
as Data accommodation, Data 
irregularity, Query optimization, 
Extensibility, ETL processing

Big data integration 
architecture

BDI within the 
organization and inter 
organizations

49 Ontology-based data integration, 
creation of new ontology versions 
by using rule-based translation

Multiple data sources 
‘Semi-automated 
mapping

Large scale Big data 
applications

50 M-STEP and entity matching 
method and functional framework 
to deal with hierarchical data 
instances

Open dataset providing 
Alpine area research 
centres details

Research Alps 
project funded by EU 
commission

51 Domain experts focusing on 
appropriate analysis steps, 
high-level models linked with code 
produces middleware

Model-driven 
techniques resulting 
in data integration and 
analysis

Provenance 
information

Table 11. 
Research domain review summary.
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2.12 Comparative analysis of survey papers with specific parameters

Authors have selected fifteen BDI survey papers for comparative study. The 
specific feature parameters such as 1. Architecture, 2. Applications, 3. Open Issues 
and Challenges 4. Taxonomy, 5. Security, 6. Future Directions are used for compar-
ing these survey papers. The Comparative analysis results are shown in Table 12.

3. The architecture of the BDI ecosystem

The outline architecture of the BDI ecosystem is shown in Figure 5. This archi-
tecture has four major components. These components are Data Sources, Data 
Operations, Virtual Databases and Business Intelligence. This architecture also 
shows the operations performed by each of these components. The business Big 
data would be collected from various distributed sources in different formats and 
sizes in Data Sources component. The Data Operations component shows the differ-
ent operations which are performed on this heterogeneous Big data.

The Big data gathered from various types of physically distributed databases are 
integrated to form a unified logical virtual database. Business intelligence informa-
tion is extracted from this virtual data source by performing the operations stated 
in Business Intelligence Component. This intelligent information would be used for 
real-time intelligent business decision-making process across the organization.

4. BDI research issues, challenges and future directions

The research issues, challenges and future directions related to BDI  
implementation are discussed in the following sections.

4.1 BDI research issues

1. Scalability - Scalable architectures for parallel big data processing

2. Real-time big data analytics - Stream big data processing of text, image, and 
video

3. Deployment of the IoMT, IoT and CCTVs systems in smart environments 
would capture big data continuously. Processing multimedia big data in  
real-time with low latency and high accuracy

Figure 5. 
The architecture of the BDI ecosystem.
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2.12 Comparative analysis of survey papers with specific parameters

Authors have selected fifteen BDI survey papers for comparative study. The 
specific feature parameters such as 1. Architecture, 2. Applications, 3. Open Issues 
and Challenges 4. Taxonomy, 5. Security, 6. Future Directions are used for compar-
ing these survey papers. The Comparative analysis results are shown in Table 12.

3. The architecture of the BDI ecosystem

The outline architecture of the BDI ecosystem is shown in Figure 5. This archi-
tecture has four major components. These components are Data Sources, Data 
Operations, Virtual Databases and Business Intelligence. This architecture also 
shows the operations performed by each of these components. The business Big 
data would be collected from various distributed sources in different formats and 
sizes in Data Sources component. The Data Operations component shows the differ-
ent operations which are performed on this heterogeneous Big data.

The Big data gathered from various types of physically distributed databases are 
integrated to form a unified logical virtual database. Business intelligence informa-
tion is extracted from this virtual data source by performing the operations stated 
in Business Intelligence Component. This intelligent information would be used for 
real-time intelligent business decision-making process across the organization.

4. BDI research issues, challenges and future directions

The research issues, challenges and future directions related to BDI  
implementation are discussed in the following sections.

4.1 BDI research issues

1. Scalability - Scalable architectures for parallel big data processing

2. Real-time big data analytics - Stream big data processing of text, image, and 
video

3. Deployment of the IoMT, IoT and CCTVs systems in smart environments 
would capture big data continuously. Processing multimedia big data in  
real-time with low latency and high accuracy

Figure 5. 
The architecture of the BDI ecosystem.
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4. The balancing of big data processing load at the edges and distributed to the 
hybrid cloud securely

5. Implementing real-time, complex big data analytics in the cloud by reducing 
the cost of operations

6. Ensuring authorization, authentication, security and privacy at the edges and 
cloud.

7. Efficient storage and transfer of big data in real-time

8. Efficient modeling of uncertainty with unlabeled big data

9. Management of graphical big databases

10. Social media analytics using efficient graphical processing.

11. Quantum computing for big data analytics

12. Building context-sensitive large scale systems

4.2 BDI challenges

1. Extracting actionable information from BDI solutions

2. Synchronization of data across heterogeneous data sources

3. Lack of comprehension and management of uncertainty

4. Effective anonymization of sensitive fields in the largescale data systems

5. Support for scalable privacy preservation during BDI processing

6. Generating process models that learn with a smaller number of data samples

7. Building context-sensitive large scale systems:

8. BDI Talent shortage

4.3 BDI trends

1. Everyone is adopting Software as a Service (SAAS)

2. Self-service has evolved to self-sufficiency

3. Shared data, visualizations and storytelling are consumed by all

4. Now constant updating of business-ready data is very vitaa

5. Support for advanced analytics with different perspectives

6. It is critical to gather and create alternative big data

7. Every business is undergoing re-engineering process
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8. The measures for competition, surveillance and security are constantly 
 redefined

9. Collaboration has to coalesce earlier in the chain

10. The great digital switch may force a generational shift in analytics.

4.4 BDI advantages

1. Improved e-commerce sales and operations efficiency

2. Creating efficient marketing strategies

3. Increased security enforcement

4. Improving fraud prevention;

5. Enhancing user experience

6. Increased profits

5. BDI organizational case studies

Authors have presented a set of real-life case studies of BDI solutions imple-
mented successfully across the business domains in organizations. Figure 6 shows 
the domains and tolls used in that domain for illustration.

5.1 Walgreens Boots Alliance Company

It is a global leader in retail and wholesale pharmacy business operating in the 
U.S. and Europe and has more than 170 successful business years of serving human-
ity. Walgreens Boots Alliance, Inc., declared its IT collaboration with Microsoft and 
Adobe to introduce a world’s best digital platform for enhanced customer experience 
and data insights to offer truly customized healthcare, adhere to their healthcare 
plans and shopping services as stated by their global chief marketing officer Vineet 
Mehra. The BDI systems can manage 7.5 billion medical transactions 100 million 
citizens providing a singular, unified view of the customer information about demo-
graphics, registration, diagnoses, procedures, and data from managed-care plans.

This BDI digital platform helps the customers to access key services of pharmacy, 
beauty and other categories on daily basis. Data security and privacy are important 
principles in the design of Microsoft’s trusted cloud platform. Walgreens has intro-
duced personally customized prescription understanding for patients at Walgreens, 
Dynamics 365 Customer Insights would serve as WBA’s Customer Data Platform 
(CDP) provided by Microsoft. CDP provides a unified, 360-degree perceptions of the 
customer and reveals the details to leverage personal experience. Adobe’s Customer 
Experience Management (CXM) solutions leverage Walgreens to offer supreme 
customer experience, with end-to-end platform for analysis, managing content, 
customization, campaign composition and many more. Walgreens Company also 
extends collaboration with Tata Consultancy Services to build highly scalable, main-
tainable and world-class unified IT operating platform to enable digital transforma-
tion, innovation and automation of services offerings. Walgreens Boots Alliance also 
collaborates with Hortonworks to offer excellent customer satisfaction.



Data Integrity and Quality

64
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10. The great digital switch may force a generational shift in analytics.
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customer and reveals the details to leverage personal experience. Adobe’s Customer 
Experience Management (CXM) solutions leverage Walgreens to offer supreme 
customer experience, with end-to-end platform for analysis, managing content, 
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collaborates with Hortonworks to offer excellent customer satisfaction.
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5.2 The American International Group (AIG)

AIG Data Services Pvt. Ltd. is a 100% owned subsidiary of American 
International Group Inc. It is a Fortune 500 company with revenues of the US $70 
billion. AIG drives the best decision-making through BDI solution sutilizing business 
and customer big data across 130+ countries and 64,000 employees which is ever-
growing. AIG has implemented sophisticated prediction models with 115 variables to 
analyze the past business transactions to forecast the potential trends. AIG identified 
24% accounts in the Australian market that are about close in next four-month time. 
AIG has applied BDI tools and visualization systems to discover the frauds by detect-
ing the false claims and adjuster handwritten notes to detect probable frauds. These 
tools offer insights into insurance claims and enhance machine learning algorithms. 
AIG creates data profiles and assesses vital data elements against pre-defined data 
quality standards on important business data for important applications. Today big 
data is distributed across the globe and facts are available across multiple sources. 
The team responsible for data sourcing uses ETL tools to provide a unified virtual 
version of these facts collected from various data sources. AIG has implemented 
Netezza and data virtualization technologies on Cisco Information Server. AIG 
also utilizes Hadoop, R, Python, SAS and other open-sourced/licensed tools to 
implement BDI solutions to beat the competitors. AIG uses tools such as QlikView, 
Tableau, Cognos and Micro strategy for data visualization.

5.3 Kroger - America’s grocer company

Kroger has nearly 2,800 stores in 35 states under twenty-four banners with and 
annual sales exceeding 121.1 billion. Kroger today ranks as one of the world’s largest 
retailers. Kroger with its joint venture with Dunnhumby is leveraging BDI solutions. 
Dunnhumby is a technology solutions provider company for retail industry.

Figure 6. 
Case study domains.
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These solutions are implemented using the latest techniques, algorithms, pro-
cedures and applications. The Kroger company gathers and processes the data from 
about 770 million consumers. Kroger has implemented BDI solutions for extracting 
more actionable information for profitability, customer loyalty. Kroger claims that 
95% of sales are from the loyalty card. Kroger achieved about $12 billion in revenues 
by BDI implementing and analytics solutions since 2005.

5.4 Southwest and Delta Airline company

This company has encashed on customer loyalty and relationships by providing 
boundless service through social channels and other data exchange mechanisms. 
Southwest utilizes speech analytics to help and enhance the exchanges between ser-
vice professionals and customers. Southwest applied BDI solutions to understand 
customer online behavior and activities, increasing offers for customers and driving 
growth in customer satisfaction year after year. Delta has applied BDI solutions to 
support most painful travel condition that results in lost baggage. This company 
tracks the data about baggage and became the first airline company to permit 
customers to trace their baggage from smartphones. This company checks about 
130 million baggage every. Delta is branding its self as a customer friendly services 
by permitting customers to download their apps over 11 million times and provides 
best customers with baggage secure services company.

5.5 Huffington Post and FT is an online news service company

This company has become number one online news site in the United States. 
According to this report, the company’s leadership believes in running the busi-
ness based on big data. This involves enhancing the user experience in real-time 
through recommendations, moderation, social trends, and personalization. This 
company optimizes its portal in many ways, and its analytics platform powers the 
entire analytical process. Huffington Post utilizes data to comprehend and serve the 
customers well, make targeted advertising, and design innovative products based on 
information gathered. Their CEO informed that BDI solutions have transformed its 
business by intelligent and real-time decision making. This company utilized many 
data points to enhance relevance in their communications, analyze customer con-
tent preferences, and personalize the content all to keep traffic and visitors always. 
The BDI also benefits the company to comprehend the time of day consumption 
based on both mobile channels and PC.

6. Results discussion

This chapter reviewed the literature on BDI tools and applications in diverse 
industries and presented the highlights from each domain. All most all organizations 
are gathering a huge quantity of big data in real-time, Online and offline modes. 
Managing, real-time processing this big data to extract useful business information for 
intelligent decision making is the real challenge. The big data processing systems are 
empowered by big data integration and analytics platforms. BDI systems are facing 
the challenges in integrating and synchronization of heterogeneous big data from 
multiple distributed sources. The lack of comprehension and management of uncer-
tainty in big data is another challenge faced in the big data processing. BDI processing 
should ensure context-sensitivity and extracting the semantics in the distributed data 
processing. Research on designing effective machine and deep learning algorithms is 
going on in the BDI domain. BDI Processing uses Hadoop environment with HDFS, 
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5.2 The American International Group (AIG)
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Figure 6. 
Case study domains.
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Spark computation model with a Hive database as a distributed data warehouse. The 
use of Apache Spark enhances short time frames for quality and availability report-
ing. BDI processing involves data acquisition, semantic integration, statistical data 
analysis, data visualization, data query language, geospatial data techniques. Big data 
analytics framework enables us to create business value.

The economic model of the cloud promotes BDI processing by providing online 
services for decision-makers and the business community. Usage of various tools, 
techniques and applications of BDI leverages the ability to handle speed, variety and 
uncertainty. Knowledge-driven framework for BDI describes a knowledge graph. 
Human-machine interface for BDI integrates data from heterogeneous resources in 
a secure and scalable way. Ontologies and unified schema as a knowledge graph for 
describing integrated data. Multi-Source BDI is a framework for integrating data in 
the distributed storage environment. Authors have discussed BDI research issues 
and challenge data accommodation, data irregularity, query optimization, extensi-
bility, ETL processing. Remote sensing data. Real-time big data analytics processes 
stream of big text, image, and videos generated from IoMT, IoT and CCTVs sys-
tems. Implementing real-time, complex big data analytics in the cloud using BDI 
process reduces the cost of operations. This paper discussed five case studies of BDI 
applications implemeneted in the in world-class organizations.

7. Conclusion

This chapter discussed the importance of BDI process implemented in diverse 
organizations for providing valuable insights into business data. These insights into the 
data enable the manager to take intelligent and well-informed rational decisions. An 
extensive study of literature on BDI applications deployed in diverse domains across 
the world was carried out and highlights are discussed. The intelligent and autonomous 
BDI systems are designed using AI, Blockchain, Big data, 5G, Fog and cloud technolo-
gies. The comparative analysis of specific parameters was carriedout on curated to sur-
vey papers to identify the research gaps and future opportunities in the BDI domain. 
The five case studies from fortune 500 companies have discussed the insights about 
how BDI is empowering business decision making leveraging quality, trust, security, 
flexibility, efficiency and also reduce the cost of operations. The authors attempted to 
provide a holistic view of BDI concepts and applications. Authors concluded that BDI 
plays a vital role in the diverse organizations at present and in near future also.
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Chapter 5

Quality of Information within
Internet of Things Data
Tomás Alcañiz, Aurora González-Vidal,
Alfonso P. Ramallo and Antonio F. Skarmeta

Abstract

Due to the increasing number of IoT devices, the amount of data gathered
nowadays is rather large and continuously growing. The availability of new sensors
presented in IoT devices and open data platforms provides new possibilities for
innovative applications and use-cases. However, the dependence on data for the
provision of services creates the necessity of assuring the quality of data to ensure
the viability of the services. In order to support the evaluation of the valuable
information, this chapter shows the development of a series of metrics that have
been defined as indicators of the quality of data in a quantifiable, fast, reliable, and
human-understandable way. The metrics are based on sound statistical indicators.
Statistical analysis, machine learning algorithms, and contextual information are
some of the methods to create quality indicators. The developed framework is also
suitable for deciding between different datasets that hold similar information, since
until now with no way of rapidly discovering which one is best in terms of quality
had been developed. These metrics have been applied to real scenarios which have
been smart parking and environmental sensing for smart buildings, and in both
cases, the methods have been representative for the quality of the data.

Keywords: IoT, QoI, outliers, interpolation, data quality, data integrity

1. Introduction

The emergence of Internet of Things (IoT) deployments has allowed millions of
connected, communicating, and exchanging objects to be embedded seamlessly
around the world, generating large amounts of data through sensor monitoring on a
timely basis.

The data flow between the physical and the digital world through artificial intel-
ligence can expand the computer’s awareness of the surrounding environment,
thereby obtaining the ability to act on behalf of humans through ubiquitous services.

In this IoT-based environment, the basis for making wise decisions and
providing services is the data collected by sensors and actuators. If the data quality
is poor, these automated decisions may be incorrect, ranging from sensor failure to
deliberately providing false information with malicious intent. Data quality (DQ) is
therefore needed to attract users to participate and accept IoT paradigms and
services.
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Data Quality refers to how well data meet the requirements of data consumers
[1]. In a similar manner, Quality of Information (QoI) relates to the ability to judge
whether information is adequate for a particular purpose [2, 3].

From such a well-known and accepted definition, we understand that it refers to
a perception or an evaluation of the suitability of the data to fulfill its purpose in a
given context, subject to the requirements of the consumer. On the literature, the
quality of the data is determined by factors such as availability, usability, reliability
accuracy, completeness, relevance, and novelty [4].

According to [5], ensuring data quality is crucial when deploying and leveraging
devices, given that:

• Decision-making is only possible if the data available are correct and
appropriate.

• Serious problems are practically unapproachable without an adequate data
source.

The way to tackle this problem is through the use of so-called data quality
metrics which are calculated in order to validate the Quality of the
Information (QoI).

The aim of this chapter is to define some metrics for DQ and calculate them in
IoT scenarios in order to test their viability.

2. Data integrity

Data integrity refers to the accuracy and reliability of data. The data must be
complete, without variations or compromises from the original, which is considered
reliable and accurate. Therefore, this term is closely related to the quality of the data
and this in turn to the quality metrics [6].

There are several types of data integrity [7]:

• Physical integrity is the protection of the integrity and accuracy of data as they
are stored and extracted. That is, it is related to the physical layer of the
systems. In the context of IoT, a physical integrity problem comes from the
physical degradation of the sensors, whether due to a breakdown or sabotage.

• Logical integrity preserves the data without any change, since it is used
differently in a relational database. Logical integrity protects data from human
errors and also from hackers, but in a very different way than physical
integrity.

• The integrity of the entity is based on the creation of primary keys, or unique
values, that identify data to ensure that it is not listed more than once and that
there is no field in a table considered null. It is a feature of relational systems
that store data in tables that can be linked and used in very different ways. In
an IoT scenario, an entity integrity problem can arise in case of a sensor failure
which produces redundant measurements or by a human failure in which two
different sensors are assigned the same identifier, which produces
redundancies in databases.

• Referential integrity is a series of processes that ensure that data is stored and
used consistently. The rules built into the database structure about how foreign
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keys are used to ensure that only appropriate data changes, additions, or
deletions occur.

• Domain integrity is the set of processes that guarantee the veracity of each data
in a domain. In this context, a domain is a set of acceptable values that a
column can contain. You can incorporate restrictions and other measures that
limit the format, type, and amount of data entered. Due to an error in the IoT
devices, one of them could be entering data that does not correspond to the
correct type in a column of a database, such as saving a number when a date
should be saving or a date in a format that is not adequate.

• User-defined integrity comprises the rules and constraints created by the user
to suit their particular needs. Sometimes entity, referential, and domain
integrity are not enough to safeguard data. Often times, specific corporate rules
need to be considered and incorporated into measures regarding data integrity.
In an IoT scenario, a sensor may be giving acceptable values, that is, that they
respect the rest of the integrity criteria, however, it may not be meeting a
necessary criterion for the correct functioning of the system, such as a sensor
that collects percentage values and that you are receiving a value greater
than 100.

In this section, Data Integrity has been defined, however, it is necessary to note
what is the difference between this term and the term Data Quality. Data quality is
related to the reliability of the information, which is necessary for planning and
decision making for a specific operation. Whereas, the integrity of the data guaran-
tees the reliability of the data in physical and logical terms.

3. Data quality metrics

In this section, we describe the metrics that have been defined to calculate and
annotate the QoI for IoT data. Those were previously described on [8].

3.1 QoI basic metrics

The first set of metrics is based on a descriptive analysis. This approach was
also used on the IoTCrawler framework [9]. It proposes to integrate quality mea-
sures and analysis modules to rate data sources to identify the best fitting data
sources to get the needed information. The first step before implementing some
quality analysis modules is to identify quality measures, which can be used to rate
data sources and the delivered/produced data for their Quality of Information. To
measure the QoI, we propose to use the so-called QoI Vector, which is defined in
Eq. (1) and gathers the information belonging to all the metrics proposed in this
framework

Q
! ¼ qcmp, qtim, qpla, qart, qcon

D E
(1)

The elements of the vector are defined as follows:

• Completeness (qcmp): it represents the percentage of missing or the
unusable data.
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qcmp ¼ 1�Mmiss

Mexp
(2)

where Mmiss is the sum of missing values and Mexp is the sum of expected values
of an incoming dataset.

• Timeliness (qtim): refers to the expected time of accessibility and availability of
information. In other words, it represents how long is the time difference
between the data capture and the reality event happening. It is crucial in
critical IoT applications such as traffic safety. Its definition is:

qtim ¼ 1� Tage

W
(3)

where Tage is the difference between the expected time and the time taken by the
sensor (Treal � Texp), and W is the proper time of the system, which is chosen
arbitrarily.

• Plausibility (qpla): shows if received data is coherent according to the
probabilistic knowledge of the variables that are being measured. Sensor
annotations or meta-data are used to determine an expected value range of an
incoming measurement.

qpla ¼
Y

PAnnotations νð Þ (4)

The range of Plausibility value is defined between 0 and 1.

• Artificiality (qart): this metric determines the inverse degree of the used sensor
fusion techniques and defines if this is a direct measurement of a singular
sensor, an aggregated sensor value of multiple sources or an artificially
interpolated value.

• Concordance (qconc): describes the agreement between information of the data
source and the information of other independent data sources, which report
correlating effects. The Concordance analysis takes any given sensor x0 and
computes the individual concordances, C x0, xið Þ, with a finite set of n sensors
(i ¼ 1, … , n).

qcon x0ð Þ ¼
Xn
i¼1

λi x0ð Þc x0, xið Þ (5)

with λ as a weight-function

λi x0ð Þ ¼ 1
d x0, xið Þ (6)

And d xa, xbð Þ propagation and infrastructure-based distance function between
sensor location xa and xb or sensors a and b.

All the metrics exposed in this section take values between 0 and 1, with the
value 1 being the ideal case in which the quality of the data is maximum and 0 the
opposite case.
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These metrics represent the simplest ones that can be calculated in this kind of
IoT scenarios. However, it is possible to go further and compute some metrics that
give us a deeper knowledge of the IoT system.

3.2 Oultier-based metrics using heuristics

Since these metrics provide us basic information, it is possible to go further and
obtain a series of metrics that can be useful. These new metrics come from the hand
of Machine Learning (ML), in this case the search for outliers.

In machine learning, an outlier is an observation that diverges from an overall
pattern. The number of outliers in an indicator of data quality.

In the literature, there are usually considered 4 types of basic outliers for time
series: additive outliers, level shifts, temporary changes and innovational outliers,
see [10, 11] for a complete description.

A metric similar to the case of qcmp can be defined, only taking into account the
values that are considered outliers instead of the missing ones. The percentage of
outliers in the studied sensor is named qout (see Eq. (7)). In order to obtain which of
these values are considered outliers it is useful an Autoregressive Integrated Moving
Average (ARIMA) based framework [12]. It can also determine if the oulier is
innovational, additive, level shift, temporary changes or seasonal level shifts.

qout ¼ 1� Mout

Mtotal
(7)

where Mout is the sum of outlier values on the features of the sensor and Mtotal is
the sum of total features.

As important as determining whether an instance is an outlier or not is knowing
how much it deviates from what would be the expected value corresponding to the
normal behavior of the time series. For that purpose it is necessary to impute the
data of the time series that are considered outliers as if they were missing values, in
order to know what this expected value would be. Then the difference between the
value and the imputation is another metric that has been computed by dividing the
difference of each sensors value by the mean, median or mode of the values and
then calculate their mean, median or mode (qmean, qmedian, qmode).

qmean ¼ mean jx̂i � xijð Þ (8)

qmedian ¼ median jx̂i � xijð Þ (9)

qmode ¼ mode jx̂i � xijð Þ (10)

where i corresponds to those indices of the features that present an anomalous
behavior, while x̂i and xi represent the imputed value that follows the expected
behavior and the value of the outlier respectively. This metric takes values between
0 and 1, with 1 being the ideal case.

Unsupervised methods are also adequate for oultier detection, so we propose
qprob. This metric corresponds to the probability of belonging to a certain cluster
that has been computed using Gaussian Mixture Models (GMM), which consists of
representing in the most faithful way possible the data points by adding some
Gaussian distributions. It informs quantitatively of the anomalous values. The
number of clusters or Gaussians distributions is an hyperparameter and it could be
chosen in different ways. In the experiments we used silhouette coefficient.
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(2)
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W
(3)
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Y

PAnnotations νð Þ (4)
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qcon x0ð Þ ¼
Xn
i¼1

λi x0ð Þc x0, xið Þ (5)
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d x0, xið Þ (6)
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qprob ¼
Xk
i¼1

Gi x j
� �

(11)

where k is the number of clusters or distributions used, Gi corresponds to
distribution i and x j is the vector taken by the sensor. Because this metric is
probabilistic, it takes values between 0 and 1, in such a way that the closer the value
is to 1, the more quality the instance has.

Another way to determine if the data series exhibits anomalous behavior is
by using so-called AutoEncoders. An AutoEncoder is a type of artificial
neural network used to learn efficient data codings in an unsupervised manner.
The objective of these autoencoders is to learn a representation of the data to
be studied, with the aim of eliminating noise, however it is possible to use this
tool to detect anomalous values. AE are a specific type of feedforward neural
networks where the input is the same as the output. They compress the input
into a lower-dimensional code and then reconstruct the output from this
representation.

The metric based on AE [13] informs us about how the correlations between the
different variables of the system behave. Given that, the metric qrec is based on the
difference between the input and the output value of the AE, in such a way that the
greater the reconstruction error, the less concordance there will be between the
variables [14].

qrec ¼
XN
i¼1

∣x0i � xi∣ (12)

where xi correspond to the features of the data taken by the sensors, N is the
number of total features. On the other hand x0i is the value of the vector of variables
reconstructed by the AE. Sometimes ∣x0i � xi∣ is known as a reconstruction error and
is represented as Erec. Since this metric is based on a difference between two values,
it can take any real value greater than 0, in such a way 0 is the value with the
highest quality.

3.3 Geospatial-based metrics

Considering sensors’ location is also highly relevant for knowledge
extraction. In this sense, we also provide two metrics that use interpolation methods
for assessing how well a sensor is coordinated and correlated with its peers
according to their distance. The used models are Inverse Distance Weighting
(IDW) [15] and Bayesian Maximum Entropy (BME) [16]. IDW is a deterministic
estimation method in which, assuming that the near sensors are more similar, a
weighted average of available values at known points is used to calculate unknown
data points. BME is a knowledge-based probabilistic modeling framework for spa-
tial and temporal information. It allows various knowledge bases to be used as prior
information, and the determination rules for hard (high precision) and soft (low
precision) data are logically incorporated into the modeling. Like previously, we
calculate the difference between the interpolated and the real measure, and the
average value will become the metric, named:

• qinv_mean and qinv_med for IDW.

• qBME_mean and qBME_med for BME.
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4. Examples of implementation

In this section, 3 different IoT scenarios are introduced, in which the previous
metrics are computed and highlight the possible drawbacks.

4.1 Parking data

This data was collected from 5 private parking sensors located in the city of
Murcia1, Spain.

First, the variables that are useful for our goal had to be chosen: the timestamp
and the parking occupation measurements and aggregated the data in 10 minutes
intervals.

This aggregation can generate redundancies on the timestamps, so the result has
been averaged. Storing information about this aggregation process will be useful for
the Artificiality metric.

NA (not available) instances have been kept since due to their importance in
obtaining some quality metrics (Completeness). Given that the data is not measured
periodically, a lot of missing values are generated at this point. For illustrative
purposes, a new variable called real_time was computed, which adds a random
delay to the timestamps, simulating that the data needs some time to be stored.
These are some highlights:

• Completeness: it consists on counting instance by instance the percentage of
non-absent values there are.

• Timeliness: the random time lag that is included in the data (Tage) is used, so
when it is divided by the arbitrary aggregation time W (600 seconds, in this
case) it shows the time that data takes to be available, as follows

qtim ¼ 1� Tage

W
(13)

• Plausibility: if the data of each parking lot belongs to the interval 0,Ci½ �, this
measure will be said to be plausible and will receive a value of 1. The values of
Ci are: 330, 312, 305, 162 and 220 respectively.

• Artificiality: due to aggregation over time, the number of instances used for
computing the mean and therefore the aggregated value were considered.
Thus, if a data was obtained by means of two data-points taken in the same
time frame, its metric of artificiality will be 1

2.

• Concordance: the geostatistical metrics have been used for covering this
concept.

• Outliers: given the amount of missing data, the ARIMA framework could not
be used for detecting outliers in this dataset.

A subset of the quality metrics and data values are shown in Table 1. Where
Park101, … , Park105 are the parkings’ ids, as we can see there are many instances

1 Their locations are stored in the following web address http://mapamurcia.inf.um.es/
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that cannot be correct, that information is condensed in the quality metrics.
Whereas Figure 1 shows the histograms of all basics metrics that could be computed
for the parking dataset. In Figure 2 the histogram of outlier-based metrics is shown.

Parking data geospatial-based metric’s histograms are shown in Figure 3. As it
was said above, the calculation of these metrics replace the calculation of the
concordance metric, because they provide information about the correlation of the
different sensors, in this case, the lower the value of the metric, the better.

4.2 Luminosity data

In this section, the monitored luminosity from 4 sensors located in the Pleiades
building of the University of Murcia was studied.

timestamp Park101 Park102 Park103 Park104 Park105

11:50:00 NA 163.33 NA NA 117.5

12:00:00 NA 10000 NA NA 116.5

12:10:00 NA 163.00 NA 10000 116.5

12:20:00 NA 165.00 NA NA 118.0

12:30:00 NA 166.00 NA NA 120.0

12:40:00 �1 166.50 NA NA 119.0

Table 1.
Parking observations (number of cars) subset.

Figure 1.
Parking basic metric’s histograms.

Figure 2.
Parking outlier-based metric’s histograms.
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First, the data is aggregated using the timestamp as in the previous section,
choosing a 10 minutes aggregation time. Table 2 shows the aggregated values and
also some of the computed metrics.

Figure 4 shows the histograms of all metrics that could be computed for the
luminosity dataset together with basic statistics. The timeliness metric could not be
calculated, since there are no signs of any lag in the data’s storage. Also, the artifici-
ality value always takes the value of 1 because the timestamps of the data are far
apart. The rest of metrics are included in Figure 5.

By last, in Figure 6 the geospatial luminosity’s metrics can be seen. As in the case
of parking, these metrics replace the concordance metric.

4.3 Pollution data

Given that the only way to calculate concordance on previous datasets has been
through spatial interpolation due to poor dataset quality, a dataset of high quality
has been used to compare the values that this metric takes in this situation and when
they are added to it some imperfections.

Figure 3.
Parking data geospatial-based metric’s histogram.

Time S1 S2 S3 S4

18:00:00 20 55 10 80

18:10:00 25 70 20 40

18:20:00 NA 70 10 NA

18:40:00 20 95 10 65

18:50:00 30 30 20 60

19:10:00 20 75 10 280

Table 2.
Luminosity (lumens) data subset.

Figure 4.
Luminosity basic metric’s histograms.
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As can be seen in Table 3, this dataset has five variables that inform on the
pollution of the atmosphere every five minutes, the data values are scaled.

Now the data are given, one way to calculate the concordance metric is to
calculate the correlation between a value and the previous one, in such a way that if
when the data is taken properly this value will be very close to 1, while if the data
suffers any problem, this value will move away from 1. This is shown in Figure 7, in
which we have the original dataset on the left side and the same dataset on the right
side to which anomalous values have been added randomized, as it can be seen, the
agreement values change significantly.

It should be noted that if the rest of the metrics are calculated in the case of the
unaltered dataset, they will take perfect values, that is, they will always indicate a
high quality of the dataset.

For this dataset, the rest of the metrics have been calculated, however, the
results have not been added, since the dataset presents a high quality and therefore
the results are not of great interest since the histograms of the metrics take the ideal
behavior.

Figure 6.
Luminosity data geospatial-based metric’s histogram.

Ozone Particulate matter Carbon monoxide Sulfur dioxide Nitrogen dioxide

0.18 �0.23 �1.03 �1.73 �1.66

0.29 �0.17 �1.05 �1.67 �1.68

0.31 �0.21 �1.03 �1.77 �1.70

0.22 �0.30 �0.99 �1.73 �1.66

0.27 �0.23 �1.03 �1.83 �1.77

Table 3.
Pollution data subset.

Figure 5.
Luminosity outlier-based metric’s histograms.
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4.4 Data without context

For demonstration purposes, we propose to compute the quality metrics in a
dataset whose context, origin and meaning are unknown. It is a dataset in which we
have no knowledge about what the columns represent, how the data was collected
and the timestamp of the observations. In such scenario, the only basic metric that
can be computed is completeness. However, outlier-based metrics are very useful,
since they consider the variables as plain time series without taking into account
their physical meaning. Table 4 shows a subset of the dataset, that presents 5
unknown variables, with 1200 instances.

Figure 8 shows the histograms of the outlier-based metrics, while Table 5 shows
the value taken by the metrics for a small data subset.

Similarly, the probabilistic and reconstruction metrics can be calculated here,
since they do not assume any kind of knowledge of the data. In Figure 9 the
histogram of both metric is shown.

Figure 7.
Pollution dataset concordance comparison.

V1 V2 V3 V4 V5

�0.606470 �0.143913 �0.348654 2.468968 0.199896

�0.543575 0.073679 �0.223220 �0.594037 0.223077

�0.543575 �0.143913 0.090365 �0.594037 0.223077

�0.543575 �0.216444 0.090365 �0.733265 0.199896

�0.606470 �0.796689 0.090365 �0.872493 0.176716

Table 4.
Data without context subset.

Figure 8.
Data without context outlier-based metric’s histograms (I).
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5. Conclusions

The proliferation of datasets thanks to the new paradigm of the Internet of
Things, is populating repositories and open data platforms with data that could be
of great use for the scientific community and the technologists to catalyze the
growth of scientific knowledge and to make proliferate the creation of new techno-
logical solutions. Although all data has value, a point has been reached in which it is
necessary to rapidly recognize the quality of a dataset, or a data stream, ideally on
an only manner.

In this chapter, several concepts have been combined in order to measure the
quality of data from IoT-based real-time streams (tested on real-world) sensor
systems.

Three sets of quality assurance methods, descriptive, analytic and geometrical
have been developed that can be used as levels of a given evaluation, or indepen-
dently depending on the nature of the datasets to be evaluated.

It has been shown that the metrics can be an standard on the calculation of data
quality and the majority can be applied independently on the problem context. At
the same time, basic concepts that must be present in any system in which the
quality of the data is to be guaranteed have been reviewed. Furthermore, it has been
shown how it is possible to obtain quality metrics when knowledge about the data is
limited.

The applications of this technology are linked to the proliferation of open data
portals. There exist many initiatives and organizations that are working towards
publishing data as open. The main funding body for engineering and physical
sciences research in the UK, the Engineering and Physical Sciences Research Coun-
cil (EPSRC) is supporting the management and provision of access to research data.
They claim that publicly funded research data should generally be made as widely and
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Table 5.
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Figure 9.
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freely available as possible in a timely and responsible manner2. Other initiatives are
the EU Open Data Portal3 at European level or the national-level ones such as Open
Data Aarhus4. In that sense, the selection of data sources becomes more complicated
given the great amount of data that researchers and practitioners have access to.
Our system provides an easy, understandable and quick way to make an informed
decision for choosing between several data sources based on data quality.

As future work, we are considering several technologies in order to make our
metrics available to researchers and businesses. We consider that they have the
potential to become a standard for measuring data quality.
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Chapter 6

DNA Computing Using
Cryptographic and Steganographic
Strategies
Adithya B. and Santhi G.

Abstract

Information protection and secrecy are major concerns, especially regarding the
internet’s rapid growth and widespread usage. Unauthorized database access is
becoming more common and is being combated using a variety of encrypted com-
munication methods, such as encryption and data hiding. DNA cryptography and
steganography are used as carriers by utilizing the bio-molecular computing prop-
erties that have become more common in recent years. This study examines
recently published DNA steganography algorithms, which use DNA to encrypt
confidential data transmitted through an insecure communication channel. Several
DNA-based steganography strategies will be addressed, with a focus on the algo-
rithm’s advantages and drawbacks. Probability cracking, blindness, double layer of
security, and other considerations are used to compare steganography algorithms.
This research would help and create more effective and accurate DNA steganogra-
phy strategies in the future.

Keywords: DNA, Cryptography, Steganography, Bio-Molecular, DNA Computing

1. Introduction

The concept of security refers to the prevention of unauthorized access to
information. In today’s computer science, encryption’s primary goal is to prevent
confidential data from being altered, lost, hacked, or compromised by a third party
[1]. Encryption and concealment of information are among the most widely used
methods in networking and information security. Encryption and concealment of
information (both similar concepts) are commonly used to keep communications
secure [2, 3] fact that both methods have the same purpose. Still, their development
and use are vastly different. Cryptography alters the sense of coded writing,
while steganography is a covert way of writing that conceals the encrypted
message’s nature. Thus, in data transmission through an insecure public medium,
the science of steganography is more reliable, necessary and often preferred over
encryption [4, 5].

Various steganography systems, as well as their criteria, are discussed in this
article based on the literature. Different systems use different strategies for embed-
ding data, each with a set of benchmarks to evaluate performance and determine its
advantages and disadvantages. Vulnerability to adversary attack is one of the three
common criteria. To avoid arousing suspicion, the embedded data must be kept
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undetectable both visually and statistically. A fully reliable system with comparable
carrier and stego file statistics should be considered during the message embedding
process [5, 6]. The carrier’s power, known as the amount of data concealed within
it, is the second common prerequisite. The development of a steganography tech-
nique could allow more sensitive data to be hidden within the carrier while
maintaining the properties of the stego file [1, 5]. A successful steganography
strategy should keep enough information in its embedding capability [6].
Imperceptibility is the third common prerequisite, which is characterized as having
a high embedding potential and the ability to resist intruders. The stego carrier
should ideally be devoid of visual artifacts and the greater the stego carrier’s fidelity
should be better [2].

The masking theory is typically modeled by a pair of algorithms: embedding and
extraction, as seen in Figure 1. The embedding algorithm produces a stego file
containing the private data by merging two folders, secret and vector data, with an
optional key. On the other hand, the extraction algorithm is used to recover the
secret data from the stego file [7]. Steganography is a method of concealing data
that does not require the use of a key. Its protection depends on the privacy of the
algorithm. As a result, it is known as a less reliable approach [8, 9]. Another way to
hide information is to hide confidential data, which uses one key for all operations
(embedding and extraction). One of the most important benefits of this type is its
rapid stage in all procedures [10, 11]. Unlike previous patterns, public steganogra-
phy uses two keys for embedding and extraction: embedding and the other for
extracting. The biggest value of this type is the durability of the system. The
identification of the other key could be a concern if one of the keys is identified by a
third party [10, 12]. On the other hand, this model is 100–1000 times slower than
private steganography [13].

Several applications represent a container for confidential data. In steganogra-
phy schemes, these programs are used as cover objects or carriers. Per carrier has its
own set of characteristics that aid in the data concealment process. The carrier’s
field availability determines the amount of confidential information needed to hide

Figure 1.
Block diagram of steganography system.
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data within each carrier. Text, audio, video, and photographs are examples of
multimedia used to hide records. Text can be obscured by changing the text’s
layout, inserting an nth character from the text, or changing any of the rules, such
as spacing. Text can also be hidden using a code made up of letters, lines, and page
numbers. However, this process is insecure [2]. The biggest benefit of this carrier is
that it does not take a lot of memory and is quick to switch.

In contrast to other carriers, it has a very limited number of redundant data
[10, 14]. The use of inaudible frequencies and a small shift in the binary sequence of
an audio file can be used to hide data in audio files [2, 15]. Data masking in video
files is more efficient and effective due to the wide available space. Allowing data to
be hidden within multiple video frames [16]. Uncompressed and compressed video
are the two main formats of video in which data can be hidden. Digital images have
been common carriers for masking confidential information due to their high
redundancy, high capacity in images, low effect on exposure, and ease of manipu-
lation [15, 17]. DNA is a relatively recent vector that has been used in the field of
steganography. In this article, we look at the data hidden in DNA.

2. Deoxyribonucleic acid (DNA)

The most important molecular structure in biology is deoxyribonucleic acid
(DNA), which encodes the information required to generate and direct all chemical
elements in the human body. As a result, DNA has been suggested as a possible
candidate for computational purposes [18].

2.1 DNA structure

DNA is described as a living creature’s genetic blueprint. Each body cell has its
DNA collection and a polymer made up of monomers called deoxyribose nucleo-
tides, consisting of three components, as seen in Figure 2 [19].

The human body is made up of trillions of cells, each with its purpose. As seen in
Figure 3, each cell has a nucleus that comprises several chromosomes. The majority
of DNA is present in a nucleus, which is known as nucleus DNA, and the remainder
is found in mitochondria, which is known as mitochondria DNA (mtDNA). Each
cell’s activity is regulated by DNA. DNA chromosome is made up of a DNA mole-
cule of genes. A gene is the entire genetic makeup of an organism, containing
information from all chromosomes [20].

Figure 2.
Structure of deoxyribonucleic acid.
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In 1953, Watson and Crick discovered DNA structure, a form of genetic mate-
rial. DNA is a long molecule present in all living things’ body cells. DNA is a kind of
bacterial plasma that contains all lifestyles. It is made up of two simple bands that
are twisted around each other in a double helix (see Figure 4). Each DNA chain is
made up of nucleotides, which are small subunits. The four chemical bases in the
chain DNA are Adenine (A), Thymine (T), Guanine (G) and Cytosine (C), which
bind to sugar and phosphates in the backbone to complete the nucleotide. Purines
(A and G) and Pyrimidine (T and C) are the two DNA bases in biology. Continu-
ously (A) is bound to (T) by two hydrogen bonds, and (C) is bound to (G) by three
hydrogen bonds [19, 21]. Transcription is the method for producing RNA, which is
an intermediate copy of DNA instructions. Adenine (A), Cytosine (C), Uracil (U),
and Guanine (G) are the four bases that makeup RNA. All 64 codons are
represented in Figure 5. The STOP codons do not necessarily symbolize any amino
acids but rather indicate the protein chain’s end. The twenty amino acids are deter-
mined by the remaining 61 codons. Some amino acids are coded by several codons
[11]. As a result of this codon duplication, it is possible to change the genetic
sequence while keeping it functional [11, 23, 24].

2.2 DNA computing

Currently, biology methods are used in a variety of fields. DNA is a relatively
new biological technology that is used in a variety of applications [25]. This is
because DNA computing can solve a variety of NP-complete problems, in which the
computation time increases dramatically.

There has been a considerable amount of research in this field, with significant
progress made on DNA and the immune system [19]. Leonard Adelman conducted
the first experiment in DNA computing (bio-molecular computing) in 1994, in
which molecular biology instruments were used to solve a portion of the standard
path of the Hamiltonian puzzle. Computing with molecules directly was discovered
at the time, and it was regarded as a new discipline in terms of science defense [26].
The satisfaction problem (SAT), an NP-complete problem, was solved using DNA

Figure 3.
Gene development cycle.

98

Data Integrity and Quality

Figure 5.
Codon and amino acid table [22].

Figure 4.
Helical structure of DNA [20].

99

DNA Computing Using Cryptographic and Steganographic Strategies
DOI: http://dx.doi.org/10.5772/intechopen.97620



In 1953, Watson and Crick discovered DNA structure, a form of genetic mate-
rial. DNA is a long molecule present in all living things’ body cells. DNA is a kind of
bacterial plasma that contains all lifestyles. It is made up of two simple bands that
are twisted around each other in a double helix (see Figure 4). Each DNA chain is
made up of nucleotides, which are small subunits. The four chemical bases in the
chain DNA are Adenine (A), Thymine (T), Guanine (G) and Cytosine (C), which
bind to sugar and phosphates in the backbone to complete the nucleotide. Purines
(A and G) and Pyrimidine (T and C) are the two DNA bases in biology. Continu-
ously (A) is bound to (T) by two hydrogen bonds, and (C) is bound to (G) by three
hydrogen bonds [19, 21]. Transcription is the method for producing RNA, which is
an intermediate copy of DNA instructions. Adenine (A), Cytosine (C), Uracil (U),
and Guanine (G) are the four bases that makeup RNA. All 64 codons are
represented in Figure 5. The STOP codons do not necessarily symbolize any amino
acids but rather indicate the protein chain’s end. The twenty amino acids are deter-
mined by the remaining 61 codons. Some amino acids are coded by several codons
[11]. As a result of this codon duplication, it is possible to change the genetic
sequence while keeping it functional [11, 23, 24].

2.2 DNA computing

Currently, biology methods are used in a variety of fields. DNA is a relatively
new biological technology that is used in a variety of applications [25]. This is
because DNA computing can solve a variety of NP-complete problems, in which the
computation time increases dramatically.

There has been a considerable amount of research in this field, with significant
progress made on DNA and the immune system [19]. Leonard Adelman conducted
the first experiment in DNA computing (bio-molecular computing) in 1994, in
which molecular biology instruments were used to solve a portion of the standard
path of the Hamiltonian puzzle. Computing with molecules directly was discovered
at the time, and it was regarded as a new discipline in terms of science defense [26].
The satisfaction problem (SAT), an NP-complete problem, was solved using DNA

Figure 3.
Gene development cycle.

98

Data Integrity and Quality

Figure 5.
Codon and amino acid table [22].

Figure 4.
Helical structure of DNA [20].

99

DNA Computing Using Cryptographic and Steganographic Strategies
DOI: http://dx.doi.org/10.5772/intechopen.97620



computing in a 1995 study by Lipton. The offered approach took advantage of
DNA’s parallelism and its computational and storage capacities [19]. In 1997,
Ogihara and Ray discovered that DNA could be used to simulate AND and OR gates
[27]. Clelland [28] proposed the first successful experiment of a DNA steganogra-
phy technique for concealing sensitive data using DNA microdots.

2.3 Binary code of DNA

A, C, G, and T are the four chemical bases that make up each DNA chain. A is
biologically related to T, while C is related to G. T The synthesis of DNA rules can be
modified in binary arithmetic by changing input judgments, such as assuming that
T is related to C or T is related to G [29]. Researchers would use a binary encoding
rule to translate a hidden message into DNA rules before mixing it with sequenced
DNA to store data in DNA particles. For each rule (A), researchers may use the
corresponding binary form: binary formulas can be “00,” “01,” “10,” or “11.” This
can be expressed as in Table 1. The encoding of DNA and its random properties
make it an ideal candidate for both coding and coding. As a result, converting DNA
into the binary form will result in 4! = 24 different encoding methods [30, 31]. On
DNA bases, logical operations such as addition, subtraction, XOR, AND, OR, and
NOT are possible.

3. Comparative study

The aim of the comparison presented in this study is to ensure that researchers
are aware of the shortcomings in current steganography systems, thus inspiring
future advances in this field. Table 2 compares the strengths and disadvantages of
existing algorithms in terms of security problems such as chance of intrusion,
double security layer, blindness, and more.

The derived comparison in Table 2 aims to clarify the proposed DNA’s strengths
and weaknesses using data hiding algorithms. Encrypting sensitive data into
encryption data before embedding, rather than including the initial data format,
improves confidentiality [13, 18, 23, 34, 36, 38, 41, 44, 45, 47–49, 51, 52, 55, 57–60].
Playfair technology, adopted in [58], is the most promising encryption technology
combined with DNA-based data masking technology. A thorough comparison of
several encryption methods, including vigenere and Playfair, AES, and RSA ciphers,
has been done in their work. Any of them was paired with a replacement tool for
hiding data in DNA. The findings revealed that the Playfair cipher is not only quick
and easy to use, but it also has a high level of protection and ability.

The blindness trait, which eliminates the need to give the original DNA connec-
tion to the recipient, is the primary function supported by DNA-based data masking
techniques. The main goal of the blindness feature is to improve protection and avoid
any intruder way of detecting it, as shown in [11, 18, 25, 35, 41, 43, 48, 49, 51, 57, 58, 62].

DNA base Binary code

A 00

C 01

G 10

T 11

Table 1.
Binary code of DNA.
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S.No Reference Strengths Weaknesses

1 [24] Insertion Technique
• High embedding capacity.
• Simple to bring into practice.
• Modification rate is low.

• Length of Stego DNA is longer than
length DNA of comparison.

• The payload does not equal zero.
• In the extraction process, multiple

data is needed.
• The amino acid function is not

preserved.
• The algorithm is not blind.
• Increase the level of redundancy
• Steganography method for purely

obscuring results.

Complementary Technique
• Simple to bring into practice.
• To break the hidden data, attackers

must have a ton of information.

• The payload does not equal zero.
• Modification rate is high.
• The algorithm is not blind.
• Steganography method for purely

obscuring results.
• After the embedding process, the

length of DNA is modified.

Substitution Technique
• High embedding capacity.
• Simple to bring into practice.
• The payload is set to zero.
• In contrast to previous approaches,

this one is more efficient, dynamic,
and performs better.

• The amino acid function is not
preserved.

• The algorithm is not blind.
• Steganography method for purely

obscuring results.
• Modification rate is high.

2 Ref [21] • The payload is set to zero.
• High embedding capacity.
• Simple to bring into practice.
• Maintain the biological DNA’s

features.
• To increase the degree of secrecy and

complexity, the consequence of
hiding data in the cloud is being
implemented.

• The DNA reference determines the
level of security.

• Increase the size of the message.
• The algorithm is not blind.
• Steganography method for purely

obscuring results.

3 Ref [25] • Build a steganography method that is
reversible.

• Preserve the DNA’s versatility.
• The algorithm is blind.
• A secret key is employed.

Does not encrypt confidential
information when storing it.

4 Ref [18] • To provide security, a map was
created between DNA codons and
amino acids.

• Before hiding, use the playfair cipher
to encrypt the hidden letter.

• Improve the playfair cipher by
changing it to 5*5 to prevent its
pitfalls, such as the diagraphs and
hidden text form remaining after
encryption.

• Adding a second layer of protection.
• Algorithm for the blind.
• Capacity and time efficiency are also

improved.
• Provide a high risk of cracking.
• It is necessary to use a hidden key.

• Increase the length of the stego DNA.
• The biological DNA’s versatility is not

preserved.
• It must send many data to the

recipient in order to retrieve the
hidden message from Stego DNA.

• The payload is not empty.

5 Ref [32] • The usefulness of the initial
replacement process has been
improved.

• The biological DNA’s versatility is not
preserved.
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encryption data before embedding, rather than including the initial data format,
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Playfair technology, adopted in [58], is the most promising encryption technology
combined with DNA-based data masking technology. A thorough comparison of
several encryption methods, including vigenere and Playfair, AES, and RSA ciphers,
has been done in their work. Any of them was paired with a replacement tool for
hiding data in DNA. The findings revealed that the Playfair cipher is not only quick
and easy to use, but it also has a high level of protection and ability.

The blindness trait, which eliminates the need to give the original DNA connec-
tion to the recipient, is the primary function supported by DNA-based data masking
techniques. The main goal of the blindness feature is to improve protection and avoid
any intruder way of detecting it, as shown in [11, 18, 25, 35, 41, 43, 48, 49, 51, 57, 58, 62].
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4 Ref [18] • To provide security, a map was
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• Before hiding, use the playfair cipher
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changing it to 5*5 to prevent its
pitfalls, such as the diagraphs and
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S.No Reference Strengths Weaknesses

• The communication performance of a
data hiding device on the internet can
be enhanced.

• In terms of power and protection,
providing better results.

• TLSM has been enhanced to allow
secret data to be hidden in any series
of letters or symbols.

• The Base-t TLSM and the Extended
TLSM (ETLSM) are two methods
proposed to increase the efficiency of
the TLSM.

• Capacity has been expanded.

• It needs to submit multiple data,
including DNA reference, Stego
DNA, secret message site collection,
table code, to extract the secret
message from Stego DNA.

• Modification rate is high.
• The algorithm is not blind.
• Steganography method for purely

obscuring results.

6 Ref [13] • Proposed a protocol for masking
encrypted data to limit the use of
public keys while maintaining the
highest level of reliability.

• The payload is set to zero.
• A wide embedding capacity.
• Using the cutting-edge technology of

DNA data hiding, the secret key is
hidden inside the DNA reference for
added confidentiality.

• The biological DNA’s versatility is not
preserved.

• The algorithm is not blind.

7 Ref [33] • If the length of stego DNA is not
extended, the payload is zero.

• Algorithm is simple.
• The ability to cover has been

enhanced. Reduce the pace of
modification.

• In hiding, substitution form is used.

• The biological DNA’s versatility is not
preserved.

• If the DNA comparison includes a
number of repeated nucleotides, the
modification rate would be high.

• Both the sender and the receiver
should be aware of the un-blind
algorithm, as well as injective
mapping and complementary rules.

• Algorithm for simply obfuscating
results.

8 Ref [34] • Flexible algorithm that is easy to
execute.

• Encrypt a hidden message using a
revamped Playfair algorithm that
incorporates DNA and amino acids.

• After the hiding process, the length of
DNA does not extend.

• It is necessary to use a hidden key.
• In hiding, substitution form is used.

• The biological DNA’s versatility is not
preserved.

• Algorithm that is not blind.

9 Ref [35] • The algorithm employs three keys.
• In terms of modification volume, the

first and third techniques of Ref [24]
have been improved.

• The stego DNA is not expanded.
• The algorithm is blind.

• There is no encryption method used.
• Only nucleotides with marks equal to

zeros after conversion to binary are
used to hide hidden records.

10 Ref [36] • It’s easy to bring into effect.
• Low rate of modification.
• The length of stego DNA is not

increased.
• To encrypt hidden data before hiding

it, one of the most efficient
encryption techniques (RSA) is used.

• A public key is employed.

• The biological DNA’s versatility is not
preserved.

• Save the location of each DNA base
that contains the hidden data and
submit it to the receiver for
extraction.

• The hidden data’s size has been
expanded.

• Algorithm that is not blind.
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• Cracking with a low probability

11 Ref [36] • High embedding capacity.
• Simple to bring into practice.

• The biological DNA’s versatility is not
preserved.

• Algorithm that is not blind.
• Algorithm for simply obfuscating

results.
• Cracking with a low probability

12 Ref [11] • It’s easy to bring into effect.
• Ensure the biological DNA’s

functionality is maintained.
• Low rate of modification.
• The algorithm is blind.
• The secret key is hidden in the DNA

guide, which adds to the protection.
• After hiding sensitive details, the

DNA reference is not extended.

• Due to the use of LSB in the hiding
operation, the potential is low.

• There was no encryption on the
confidential data until it was hidden.

• Cracking with a low probability.

13 Ref [23] • Exhibit DNA amino acids to encrypt
hidden records.

• Before hiding the secret key inside the
DNA reference, encrypt it using the
RSA algorithm.

• The public key is used, and the
capability is high.

• Cracking with a high
probability.

• Algorithm that is not blind.
• A high degree of modification.
• The payload is not empty.
• The versatility of amino acids is not

maintained.

14 Ref [37] • Preservation of protein translation in
the protein coding DNA (PcDNA).

• Data encoding is consistent and near
optimal.

• Keep track of the codon statistics.
• Embedding data came close to being

perfect.
• Embedding data in DNA in a reliable

and effective manner.
• A secret key is employed.

• Estimation that is difficult.
• Unconstrained ncDNA hiding can be

estimated by intruders.

15 Ref [38] • Before using the Playfair algorithm to
hide hidden data, encrypt it.

• High-level surveillance.
• Since hiding in an audio at the last

stage would not draw attackers.
• Hide the secret data and translate it

into an audio file so that it is
impossible to show that all data is
inside the audio.

• Provide two layers of concealment.
• A secret key is employed.

• The hidden data must be extracted
using several data sources.

• The algorithm is not blind.

16 Ref [38] • Key area is wide enough to resist
negative intruders using brute force.

• Before hiding secret data in host text,
encrypt it.

• The algorithm is blind.
• The embedding power ratio is 100

percent.
• Provide two layers of concealment.
• Chebyshev maps are used to establish

DNA references.
• In hiding, the substitution method is

used.

• Calculation is difficult.
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S.No Reference Strengths Weaknesses
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S.No Reference Strengths Weaknesses

17 Ref [39] • Ref [40] algorithm’s hidden key was
modified to use the secret key. As well
as keeping all of Ref [40] high points.

• Pure steganography algorithm.
• Complex calculation.

18 Ref [41] • The initial replacement technique’s
capability and protection have been
increased.

• The algorithm is blind.
• Method of replacement has been

improved.

• Pure steganography algorithm.
• The biological DNA’s versatility is not

preserved.
• If multiplied by 6, if the result is not

equal to zero, additional zeros are
added.

• The length of Stego DNA is extended.

19 Ref [42] • High embedding capacity.
• Simple to bring into practice.
• Secret data is sent in the (ABCD)

format.

• Pure steganography algorithm.
• Cracking with a low probability
• Algorithm is not blind.
• The receiver should obtain a random

DNA sequence and a complementary
pair law.

• There is no encryption on the data
until it is embedded.

• Cracking with a low probability
• Steganography method for purely

obscuring results.

20 Ref [43] • Only the correct value of Stego DNA
is sent to the recipient.

• High level protection.
• Hackers have a tough time spotting

the seeds of the random numbers
generated.

• Hackers have a hard time deciding
how many packets to split, in addition
to the number of DNA message bits
and binary in each packet.

• The secret message bits and DNA
comparison bits are randomly
combined.

• The algorithm is blind.
• A secret key is employed.
• Cracking with a high probability

• Redundancy has been increased.
• The message size has been increased.
• The DNA functionality is not

preserved.
• Increase the size of stego DNA.

21 Ref [44] • A secret key is employed.
• Until hiding a secret document,

encrypt it with RC4.
• Exceptional ability.
• Providing a safe environment.
• Provide two layers of concealment.
• Build DNA from a picture.

• During the extraction process, the
algorithm needs several keys.

22 Ref [45] • A secret key is employed.
• Classified data protection has

increased dramatically.
• Extra grids of different sizes may be

used to store additional data.
• BASE64 encoding is used to encrypt

confidential info.
• Provide two layers of concealment.
• Secret text is used to build DNA.

• Complex calculation.

23 Ref [46] • A secret key is employed.
• High levels of protection.
• High capacity.
• Since the key of prime duration is

between 20 and 40, the possible
prime range is 420–440.

• The extraction header and data
extractions are two aspects of the
algorithm.
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• Increased payload capability thus
reducing image distortion.

• Until being hidden, sensitive data is
encrypted using RC4 encryption.

• Provide two layers of concealment.
• Develop DNA from the cover image.

24 Ref [47] • A secret key is employed.
• Ensure that there are two levels of

protection.
• AES-128 is used to encrypt secret

files.
• AES has provided a strong degree of

protection.
• Before and after encryption, separate

operations such as XOR and HASH-
512 were performed on sensitive data.

• Microdot has DNA embedded it to
improve security.

• Several types of data are needed
during the extraction process.

• The DNA functionality is not
maintained.

25 Ref [48] • Modification rate is low.
• After embedding confidential details,

the DNA reference does not extend.
• It makes use of two DNA references.
• The initial DNA reference’s usefulness

was preserved.
• Algorithm for blind people.
• The non-labeled nucleotides do not

shift.
• High ability.
• Until embedding plain text, encrypt

everything.
• Cracking with a high probability.

• Steganography method for purely
obscuring results.

• The receiver should be sent
substitution rules.

• Only uppercase letters, lowercase
letters, 0, ...., 9, period, and dots) are
allowed in plain text.

• It cannot have any other punctuation
marks in it.

26 Ref [49] • In the suggested algorithm, three
DNA references are used.

• Before hiding the plain text, encrypt
it.

• A secret key is employed.
• Cracking with a high probability.
• The algorithm is blind.

• Modification rate is high.
• The biological DNA’s versatility is not

preserved.

27 Ref [50] • Any programming language can be
used to execute it.

• To translate a hidden message to DNA
format, build a random codon table.

• Because of the insertion technique,
there is a lot of duplication.

• There is no encryption.
• May not keep records of an organism’s

life knowledge.
• After embedding, lengthen the DNA

reference.
• The algorithm is not blind.
• Algorithm for purely hiding records.

28 Ref [51] • The algorithm is blind.
• A secret key is employed.
• Encrypt the hidden message using

Playfair’s algorithm.
• After hiding the hidden data, there

was no extension to the DNA
reference.

• In concealment, the replacement
form is used.

• Modification rate is poor.
• The initial DNA reference’s usefulness

was preserved.

• Cracking with a low probability
• The alteration rate would be high if

the DNA comparison has several
repetitive bases.

29 Ref [52] • A secret key is employed.
• High embedding capacity.

• The biological DNA’s versatility is not
preserved.
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S.No Reference Strengths Weaknesses
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S.No Reference Strengths Weaknesses
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S.No Reference Strengths Weaknesses

• Using a modified Playfair algorithm,
encrypt a secret letter.

• After the hiding process, the length of
DNA does not extend.

• Easy, fast to implement, and performs
better than Ref [32].

• Ref [32] hiding mechanism has been
improved.

• In hiding, the substitution form is
used.

• The algorithm is not blind.
• Cracking with a low probability

30 Ref [53] • Technique that is almost
imperceptible.

• Before hiding a hidden message,
encrypt it.

• Provide two layers of concealment.

• The algorithm is not blind.
• Algorithm for purely hiding records.
• Only one part of the cover image is

used to hide the DNA message.

31 Ref [54] • A secret key is employed.
• Without distorting the picture, two

secret images may be hidden within
it.

• Provide two layers of concealment.

• The algorithm is not blind.
• On secret records, no encryption

technique was used.

32 Ref [55] • Protection has been improved.
• By reducing picture noise bits, the

double carrier has been improved.
• Enable for a fair amount of space.
• Using a two-dimensional 2D logistic

map with many parameters.
• RC4 is a cryptographic algorithm that

is used to encrypt sensitive
information.

• Provide two layers of concealment.
• Image is used to create DNA.
• A secret key is employed.
• In hiding, the substitution form is

used.

• Multiple data are required in the
embedding and extraction processes.

33 Ref [56] • Technique that is almost
imperceptible.

• This is an effective method.
• By hiding in a random video frame,

you can have protection.
• Provide two layers of concealment.

• The algorithm is not blind.
• Algorithm for purely hiding records.
• The extraction method necessitates

the use of numerous data sources.

34 Ref [57] • The algorithm is blind.
• Method that is both safe and efficient.
• Until embedding, encrypt hidden

data using the RSA algorithm.
• Provide two layers of concealment.
• A public key is employed.

• The biological DNA’s versatility is not
preserved.

35 Ref [58] • Keeping track of an organism’s life
records.

• The length of stego DNA is not
increased.

• The hidden data is encrypted using
XOR and PRBG.

• Reed-Solomon (RS) programming is
used to measure and correct errors.

• It’s not easy to put into practice.
• Modification rate is high.

36 Ref [59] • The hidden data and the key may be
of any form and dimension.

• Algorithm is not blind.
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This is accomplished by minimizing the requisite data that is transmitted to the
recipient as much as possible. One of the strengths is to biologically preserve the
DNA relationship’s original features during the inclusion step while maintaining a
fair data load. The reference DNA is used to mask hidden data while preserving
protein processing functions. As shown in [11, 21, 25, 37, 48, 51, 52, 58, 60], some
DNA characteristics such as silent mutation and codon repetition can mask details
and alter the genetic sequence without changing the protein chain.

After most data-masking algorithms, the carrier can experience some distortion.
Data masking techniques take care of embedding and embedded data; that is why it is
communicated invisibly. As a result, it is important to minimize conveyor distortion.
When data is entered into a string of stego DNA, the sequenced DNA’s length and the
degree of change are used to determine stego DNA precision. The low rate of change
and lack of expansion rate results in high-quality DNA, which attracts less interest
from potential attackers. [11, 33, 35, 36, 48, 51] reaches a low modulation frequency.
Moreover, the expansion rate characteristic of DNA stego is not achieved at
[11, 13, 21, 33–36, 48, 51, 58], which means that the payload is equal to zero.

It is recommended to use a two-stage steganography technique to hide sensitive
data with more detail than previous data masking methods. Using two separate

S.No Reference Strengths Weaknesses

• Until hiding, using various encryption
methods and analyzing them to
choose the best one.

• The normal key is used to select
English characters to create more
stable playfair cipher network.

• There is no redundancy in the
operation.

• Strong results in a limited period of
time.

• In hiding, the substitution form is
used.

• The amino acid functionality is not
maintained.

• A high degree of modification.
• Cracking with a low probability

37 Ref [60] • Using the vigenere or playfair cipher,
encrypt hidden info.

• The sum of data that is hidden is
doubled.

• High levels of security.
• Until submitting to the recipient, the

DNA connection will be hidden in a
microdot on a piece of paper.

• If the paper is unsafe, recreate a new
key and sequence DNA, and the
hiding process will start again.

• Maintain the DNA sequence’s
functionality while avoiding
mutations.

• Different data sets are sent to the
receiver for retrieval.

• Non-coding area has a high degree of
alteration.

38 Ref [61] • High-level security.
• Random key generator for two levels

of randomness.
• It is necessary to use a hidden key.
• The risk of cracking is incredibly

high.

• Algorithm is not blind.
• The functionality of DNA is not

maintained.
• The payload is not empty.

Table 2.
A comparison of the strengths and weaknesses of DNA steganography techniques.
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S.No Reference Strengths Weaknesses

• Using a modified Playfair algorithm,
encrypt a secret letter.

• After the hiding process, the length of
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it.
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• On secret records, no encryption
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• By reducing picture noise bits, the

double carrier has been improved.
• Enable for a fair amount of space.
• Using a two-dimensional 2D logistic

map with many parameters.
• RC4 is a cryptographic algorithm that

is used to encrypt sensitive
information.

• Provide two layers of concealment.
• Image is used to create DNA.
• A secret key is employed.
• In hiding, the substitution form is

used.

• Multiple data are required in the
embedding and extraction processes.

33 Ref [56] • Technique that is almost
imperceptible.

• This is an effective method.
• By hiding in a random video frame,

you can have protection.
• Provide two layers of concealment.

• The algorithm is not blind.
• Algorithm for purely hiding records.
• The extraction method necessitates

the use of numerous data sources.

34 Ref [57] • The algorithm is blind.
• Method that is both safe and efficient.
• Until embedding, encrypt hidden

data using the RSA algorithm.
• Provide two layers of concealment.
• A public key is employed.

• The biological DNA’s versatility is not
preserved.

35 Ref [58] • Keeping track of an organism’s life
records.

• The length of stego DNA is not
increased.

• The hidden data is encrypted using
XOR and PRBG.

• Reed-Solomon (RS) programming is
used to measure and correct errors.

• It’s not easy to put into practice.
• Modification rate is high.

36 Ref [59] • The hidden data and the key may be
of any form and dimension.

• Algorithm is not blind.
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This is accomplished by minimizing the requisite data that is transmitted to the
recipient as much as possible. One of the strengths is to biologically preserve the
DNA relationship’s original features during the inclusion step while maintaining a
fair data load. The reference DNA is used to mask hidden data while preserving
protein processing functions. As shown in [11, 21, 25, 37, 48, 51, 52, 58, 60], some
DNA characteristics such as silent mutation and codon repetition can mask details
and alter the genetic sequence without changing the protein chain.

After most data-masking algorithms, the carrier can experience some distortion.
Data masking techniques take care of embedding and embedded data; that is why it is
communicated invisibly. As a result, it is important to minimize conveyor distortion.
When data is entered into a string of stego DNA, the sequenced DNA’s length and the
degree of change are used to determine stego DNA precision. The low rate of change
and lack of expansion rate results in high-quality DNA, which attracts less interest
from potential attackers. [11, 33, 35, 36, 48, 51] reaches a low modulation frequency.
Moreover, the expansion rate characteristic of DNA stego is not achieved at
[11, 13, 21, 33–36, 48, 51, 58], which means that the payload is equal to zero.

It is recommended to use a two-stage steganography technique to hide sensitive
data with more detail than previous data masking methods. Using two separate
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• Until hiding, using various encryption
methods and analyzing them to
choose the best one.

• The normal key is used to select
English characters to create more
stable playfair cipher network.

• There is no redundancy in the
operation.

• Strong results in a limited period of
time.

• In hiding, the substitution form is
used.

• The amino acid functionality is not
maintained.

• A high degree of modification.
• Cracking with a low probability

37 Ref [60] • Using the vigenere or playfair cipher,
encrypt hidden info.

• The sum of data that is hidden is
doubled.

• High levels of security.
• Until submitting to the recipient, the

DNA connection will be hidden in a
microdot on a piece of paper.

• If the paper is unsafe, recreate a new
key and sequence DNA, and the
hiding process will start again.

• Maintain the DNA sequence’s
functionality while avoiding
mutations.

• Different data sets are sent to the
receiver for retrieval.

• Non-coding area has a high degree of
alteration.

38 Ref [61] • High-level security.
• Random key generator for two levels

of randomness.
• It is necessary to use a hidden key.
• The risk of cracking is incredibly

high.

• Algorithm is not blind.
• The functionality of DNA is not

maintained.
• The payload is not empty.

Table 2.
A comparison of the strengths and weaknesses of DNA steganography techniques.
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vectors in the same manner, increases confidentiality and makes it difficult for
criminals to ingest or recover hidden data. Several methods [38, 44, 46, 54–57, 62]
used the ref. DNA with another multimedia player to cover the hidden data. Some
built DNA from cover images or confidential information, as shown in [44–46,
55, 62], while others used a random sample or selected from an online database, as
shown in [38, 54–57].

The main factor is one of the most important aspects of data masking strategies.
Data masking schemas are centered on the key used and can be classified into three
categories. As shown in [21, 24, 32, 33, 40–42, 48, 50, 53, 56], pure data masking is
less reliable because it does not use any key. As a result, using a key increases the
device’s usability by complicating the data-masking mechanism attack. Even if the
perpetrators figure out what data-masking scheme is being used, they are unable to
retrieve it. The carrier’s sensitive information is not protected by the key. The secret
is only in the hands of the sender and receiver. As a result, it is advisable to use a
strong key when encrypting files, which ensures a more stable method. The second
form is the hidden key [11, 13, 18, 25, 34, 35, 37–39, 43–47, 49, 51, 52, 54, 55, 58–61],
which was accomplished in [11, 13, 18, 34, 35, 37–39, 43–47, 49, 51, 52, 54, 55,
58, 59]. The third form is classified as a public key, as shown by [23, 36, 57].
The public key is more secure than the private key in general, but it is still slower.

The probability of splitting the code and accessing confidential, sensitive data is
known as the algorithm-cracking potential. Studying the probability of a striatum
fracture aims to identify the variables that ensure that the risk of rupture is reduced.
The likelihood of a leak is determined by the inclusion of certain unknown variables
in the algorithm used to mask sensitive data, not by the amount of attempts made
before the attacker gained access to the secret data. High probability penetration
leads to high protection of the data-masking strategy described in [18, 23, 43, 48,
49, 58, 61]. The replacement strategy is believed to be a more powerful means of
concealing data in DNA. The DNA sequence length can be preserved using this
process as long as the payload is kept at zero. It also has more power as seen in
[32–34, 41, 51, 52, 55, 59, 62], because it substitutes certain DNA nucleotides with
cached data blocks or other nucleotides based on confidential data.

Capacity is a vital aspect of any data masking strategy, and it is one of the main
criteria for data masking techniques. A steganography strategy must have broad
data anonymization potential. This capacity can be measured in absolute terms,
such as the hidden message’s volume (for example, the data embedding rate, the bit
per pixel, the bit per non-zero discrete cosine, the conversion factor, or the ratio of
the secret message to a medium). The strength of DNA is calculated in bits per
nucleotide (bpn). Thus, one of the main concerns for researchers in this area is
improving the potential of secret results, which has previously been accomplished
in [13, 18, 21, 23, 32, 33, 40–42, 44, 46, 48, 52, 55, 58–60].

As a result, it can be inferred that the primary goal of DNA-based double-layer
masking algorithms is to encode sensitive data before hiding it in a high-power,
blind, bio-stored, low moderation rate, load-free algorithm, not a pure method,
with a high probability crack. In [48, 51, 58] suggested a low moderation rate,
preservation of stretch length DNA for contrast, blindness, preservation of DNA
versatility, double layer of security, high strength, and not a pure algorithm.

4. Conclusions

An increase in storage demand has generated a massive demand for creating new
and evolving strategies for storing large amounts of data. DNA has recently been
recognized as an efficient data carrier with the additional benefit of dependable data
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storage. DNA’s bio-molecular computing capabilities are being used in cryptogra-
phy and steganography. This research compares some recent DNA-based steganog-
raphy algorithms and points out their security flaws. Each algorithm’s advantages
and disadvantages are also listed. Some crucial issues are discussed in terms of
chance breaking, double layer security, single and double hiding layers, blindness,
biologically retained DNA, alteration rate, an extension of DNA comparison, not a
pure algorithm, substituting operation, and capacity. This study’s comparison aims
to provide researchers with the information they need to perform future tasks on
more effective and accurate stable DNA steganography techniques.
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vectors in the same manner, increases confidentiality and makes it difficult for
criminals to ingest or recover hidden data. Several methods [38, 44, 46, 54–57, 62]
used the ref. DNA with another multimedia player to cover the hidden data. Some
built DNA from cover images or confidential information, as shown in [44–46,
55, 62], while others used a random sample or selected from an online database, as
shown in [38, 54–57].

The main factor is one of the most important aspects of data masking strategies.
Data masking schemas are centered on the key used and can be classified into three
categories. As shown in [21, 24, 32, 33, 40–42, 48, 50, 53, 56], pure data masking is
less reliable because it does not use any key. As a result, using a key increases the
device’s usability by complicating the data-masking mechanism attack. Even if the
perpetrators figure out what data-masking scheme is being used, they are unable to
retrieve it. The carrier’s sensitive information is not protected by the key. The secret
is only in the hands of the sender and receiver. As a result, it is advisable to use a
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which was accomplished in [11, 13, 18, 34, 35, 37–39, 43–47, 49, 51, 52, 54, 55,
58, 59]. The third form is classified as a public key, as shown by [23, 36, 57].
The public key is more secure than the private key in general, but it is still slower.
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known as the algorithm-cracking potential. Studying the probability of a striatum
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The likelihood of a leak is determined by the inclusion of certain unknown variables
in the algorithm used to mask sensitive data, not by the amount of attempts made
before the attacker gained access to the secret data. High probability penetration
leads to high protection of the data-masking strategy described in [18, 23, 43, 48,
49, 58, 61]. The replacement strategy is believed to be a more powerful means of
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cached data blocks or other nucleotides based on confidential data.
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Chapter 7

Revealing Cyber Threat of Smart 
Mobile Devices within Digital 
Ecosystem: User Information 
Security Awareness
Heru Susanto

Abstract

In recent years, the number of mobile device users has increased at a significant 
rate due to the rapid technological advancement in mobile technology. While mobile 
devices are providing more useful features to its users, it has also made it possible for 
cyber threats to migrate from desktops to mobile devices. Thus, it is important for 
mobile device users to be aware that their mobile device could be exposed to cyber 
threats and that users could protect their devices by employing cyber security mea-
sures. This study discusses how users in responded to the smart mobile devices (SMD) 
breaches. A number of behavioural model theories are used to understand the user 
behaviour towards security features of smart mobile devices. To assess the impact of 
smart mobile devices (SMD) security and privacy, surveys had been conducted with 
users, stressing on product preferences, user behaviour of SMD, as well as perceptions 
on the security aspect of SMD. The results was very interesting, where the findings 
revealed that there were a lack of positive relationships between SMD users and their 
level of SMD security awareness. A new framework approach to securing SMD is 
proposed to ensure that users have strong protection over their data within SMD.

Keywords: smart mobile device, awareness, behaviour, cyber threat, cyber security, 
cyber crime

1. Introduction

Technology has been known to continually evolve since centuries ago, creating 
new innovations and infrastructures that changes how economies functions and 
overall improves standards of living within societies, and there have been no signs of 
it slowing down. One of the radical innovations within this century is the introduc-
tion of mobile phones. When mobile device was first introduced in 1973, mobile 
devices was a bulky communication device that was considered as a luxury good that 
aren’t affordable to everyone and has limited features.

However, as the years goes by, emerging technology and innovation has suc-
cessfully created an upgraded version of mobile phones which is known as smart 
mobile devices. Unlike mobile phones, smart mobile devices have more features 
to users, where it acts more than just a medium of communication, but as a device 
capable of storing data, capturing pictures of memorable moments and much more. 
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In other words, smart mobile devices had been delivering great number of benefits 
to everyone that it has deeply integrated itself within society’s livelihood. Within 
this era of digitalization, more users are actively using their smart mobile devices 
to conduct activities such as paying bills online, managing their finances or do 
some online shopping as a direct result of the incremental upgrades that had been 
made which includes increased storage, power and speed. In addition, smart mobile 
devices are also a part of a large computing environment that encompasses a child’s 
legacy, a user’s persona and the keys to a user’s home or digital life which includes 
any items in the house that is connected to the user’s mobile device. But for every 
good thing that has been created, there’s always a downside to it. New technology 
such as smart mobile devices also provides opportunities that could be reaped and 
exploited by malicious entities with ill intentions, hence exposing users and organ-
isations to potential cyber threats such as hacking or data breaches [1–3]. According 
to a research made by comScore in 2016 (Figure 1), they have revealed that across 
the different age brackets of users in the UK and Canada, the average usage time of 
mobile devices is considerably higher than the average usage time of desktops.

A statistic developed by Broadbandsearch discovers that the total percentage 
of users accessing global websites through their mobile devices has increased 
exponentially within the last five years, ranging between the year 2013 to 2018. In 
2013, the amount of combined web traffic from mobile devices was at 16.2% and 
the value has surged year by year, where by the combined web traffic was at a high 
value of 52.2% in 2018. Another research made by Statista (Figure 2) reveals that 
the number of mobile users will continue to increase within the next 5 years, where 
it estimated that the number of smart mobile device users will grow from 6.8 billion 
in 2019 to 7.33 billion in 2023.

Overall, as users spend more time with their mobile devices, these mobile 
devices would have accumulated and stored tremendous amounts of private data 
and information that it eventually becomes an attractive target for malicious groups 
or entities such as hackers. McAfee in their “Mobile Threat Report 2019” discovered 
that these cyber criminals will keep creating tactics to bypass mobile security in 
order to execute their cyber threat activities for the sake of one common goal, which 
is to maximise their income and profits.

There are various cyber threats that are affecting smart mobile devices and one 
of the cyber threats commonly found in mobile devices is malware. Malware had 
been infecting mobile devices for more than a decade and the increasing number 
of mobile devices infected by it is certainly very concerning. Figure 3 shows that 
malware cases has increased by approximately 310% since 2016, thus reinforcing 
the undeniable fact that these malware authors have continued to adapt and create 

Figure 1. 
Average usage time of Mobile devices.
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new tactics against any challenges it encounters [2]. Malware, in the face of cyber 
security and countermeasures, instead has become more serious, dangerous and 
harder to detect, and it shows no signs of decline. Hence, all of this shows how 
important it is for users all over the world to protect and keep their smart mobile 
devices secure and safe from becoming a victim or prey to cyber criminals through 
implementation of cyber security in mobile devices.

Significance of the study.
Various researchers have highlighted the importance of protecting sensitive data 

from cyber threats by implementing cyber security measures within smart mobile 
devices. Awareness of the risk of mobile threats invading and stealing personal 
information from their mobile devices and the methods of mitigating this risk 
through mobile security methods.

Aim and objectives of the study.
The aim of this study is to measure the level of smart mobile device security and 

privacy awareness. The specific research objectives are shown as follows:

1. To reveal the different types of smart mobile devices usage.

2. To explore the attitudes of users towards smart mobile device security

Figure 2. 
Number of Mobile users.

Figure 3. 
Mobile malware.
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any items in the house that is connected to the user’s mobile device. But for every 
good thing that has been created, there’s always a downside to it. New technology 
such as smart mobile devices also provides opportunities that could be reaped and 
exploited by malicious entities with ill intentions, hence exposing users and organ-
isations to potential cyber threats such as hacking or data breaches [1–3]. According 
to a research made by comScore in 2016 (Figure 1), they have revealed that across 
the different age brackets of users in the UK and Canada, the average usage time of 
mobile devices is considerably higher than the average usage time of desktops.

A statistic developed by Broadbandsearch discovers that the total percentage 
of users accessing global websites through their mobile devices has increased 
exponentially within the last five years, ranging between the year 2013 to 2018. In 
2013, the amount of combined web traffic from mobile devices was at 16.2% and 
the value has surged year by year, where by the combined web traffic was at a high 
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the undeniable fact that these malware authors have continued to adapt and create 

Figure 1. 
Average usage time of Mobile devices.
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new tactics against any challenges it encounters [2]. Malware, in the face of cyber 
security and countermeasures, instead has become more serious, dangerous and 
harder to detect, and it shows no signs of decline. Hence, all of this shows how 
important it is for users all over the world to protect and keep their smart mobile 
devices secure and safe from becoming a victim or prey to cyber criminals through 
implementation of cyber security in mobile devices.

Significance of the study.
Various researchers have highlighted the importance of protecting sensitive data 

from cyber threats by implementing cyber security measures within smart mobile 
devices. Awareness of the risk of mobile threats invading and stealing personal 
information from their mobile devices and the methods of mitigating this risk 
through mobile security methods.

Aim and objectives of the study.
The aim of this study is to measure the level of smart mobile device security and 

privacy awareness. The specific research objectives are shown as follows:

1. To reveal the different types of smart mobile devices usage.

2. To explore the attitudes of users towards smart mobile device security

Figure 2. 
Number of Mobile users.

Figure 3. 
Mobile malware.
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3. To discover the category, costs and impact of cyber threat incident on smart 
mobile devices

4. To propose a new framework approach to securing SMD

5. To ensure users have strong protection over their data and the type of cyber 
security required to combat cyber threats on SMD comparing with security 
standard.

Structure of the study.
This first section has outlined the background, significance of the study, the 

aims and objectives of the study as well as the limitations of the study. The rest of 
the paper will be structured in the following way. The second section will present 
the literature review related to cyber threats and cyber security. The third section 
will discuss on the methods utilised in collection of data. The fourth section will be 
the discussion on the survey findings and how it relates to SMD security. Finally, 
the last section will be on the recommendation of a new framework as well as 
conclusion.

2. Literature review

The topic of cyber threat and cyber security on mobile devices had been greatly 
debated by various researchers around the world. Thus, this section will be review-
ing numerous literatures on cyber threats and cyber security in the context of mobile 
devices as follows:

• Definition of a mobile device

• Cyber threats in mobile devices

• Cyber security in mobile devices

• Related works

Definition of a mobile device.
Mobile device can only be defined when the two aspects such as the software 

and hardware aspect are explained together [3–5]. A mobile device will usually 
have a small form that has a non-removable data storage and are equipped with an 
operating system that is particularly different from the operating system of laptops 
or desktops. A mobile device should be equipped with at least one wireless network 
interface such as cellular network or Wi-Fi for the purpose of connectivity and 
communication. Also, a mobile device should be able to obtain and install applica-
tions through various ways such as app stores, websites or other third party sources. 
There are also other common features of a mobile device but are optional such as 
the ability to connect to multiple wireless or area network interface and the abil-
ity to connect to real-time location services through the use of Global Positioning 
System (GPS). Other features of a mobile device also includes the microphone 
which allows voice to be recorded, a built-in camera that allows mobile device to 
record or capture pictures as well as a removable data storage.

Cyber threats in mobile devices.
Mobile threats can be classified into four different categories of mobile threats 

which are (1) application-based threat, (2) physical threat, (3) network-based threat 
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and (4) system-based threat. The first category is application-based threats. Outdated 
or unpatched third-party applications in mobile devices poses risks as hackers may 
exploit the vulnerabilities within those applications. Users that are still using an old 
mobile device that has a lack of software updates, an untimely patch update or a cease 
in support for older operating systems are at risk of being compromised by hackers 
through the holes within the software or the OS itself [4, 6, 7]. Additionally, there are 
various application-based threats which consist of (a) Malware, (b) Spyware,  
(c) Privacy threats and (d) Vulnerable applications.

a. Malware is referred as malicious software that is operated by hackers to obtain 
access to a mobile device and perform illegal criminal activities. It requires 
the hacker to install malware into the mobile device through many devious 
ways that are very difficult to track or trace. Malware could be used to alter or 
execute actions without the owner’s permission, such as sending prompt or 
subitaneous text messages to contacts, charging phone bills or acquiring  
successful control over the mobile device.

b. Spyware is known as a program used by hackers which utilises private or 
confidential data without consent for illicit motives, whereby it usually targets 
sensitive information such as owner’s list of contacts, phone call records, 
text messages, real-time location, gallery images, browser history and email 
addresses.

c. Privacy threat could occur when hackers alters or erase the mobile device’s 
data using a software applications that are not somewhat program codes. The 
sensitive data within the mobile device are visible to the attacker and can easily 
be exploited for different purposes that are ill-natured.

d. Vulnerable application refers to applications that have holes that could be 
exploited by hackers to sneak into the mobile device and gaining full control 
over the mobile device. Once control over the mobile device is established, 
hackers can easily acquire personal or sensitive information, execute unfavour-
able activities against user’s will such as rendering certain services useless and 
force download unknown applications without authorization.

The second category is physical threat. The authors refer physical threat as a 
security incident which involved a mobile device being stolen or lost in the process. 
Mobile devices have a greater chance of being lost or stolen than laptops due to the 
features of mobile devices such as its small size, lightweight and easy to carry, thus 
making it the perfect target of attackers. An attacker that had successfully obtained 
physical access to a mobile device will proceed with other malicious activities that 
are conducted from the attacker’s computer. The mobile device will display an image 
of a malicious system that is trying to install a harmful software or attempting for 
data extraction. Further added that mobile devices could be misused by attackers 
in several ways such as creating a fake identity by using the personal information 
contained inside the mobile device or by selling sensitive or confidential data to the 
black-market for profit motives [7, 8].

The third category is network-based threats. Most of the mobile devices used 
by consumers are usually connected to wireless network interface such as Wi-Fi 
or Bluetooth, the use of these network interfaces carries certain risks. It makes 
mobile devices vulnerable towards malicious activities such as wireless eavesdrop-
ping that is performed using off-the -shelf software such as Aircrack-ng Suite or 
Wifite. Attackers could exploit the network to plant malwares on mobile devices 
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which are (1) application-based threat, (2) physical threat, (3) network-based threat 

119

Revealing Cyber Threat of Smart Mobile Devices within Digital Ecosystem: User Information…
DOI: http://dx.doi.org/10.5772/intechopen.95752

and (4) system-based threat. The first category is application-based threats. Outdated 
or unpatched third-party applications in mobile devices poses risks as hackers may 
exploit the vulnerabilities within those applications. Users that are still using an old 
mobile device that has a lack of software updates, an untimely patch update or a cease 
in support for older operating systems are at risk of being compromised by hackers 
through the holes within the software or the OS itself [4, 6, 7]. Additionally, there are 
various application-based threats which consist of (a) Malware, (b) Spyware,  
(c) Privacy threats and (d) Vulnerable applications.

a. Malware is referred as malicious software that is operated by hackers to obtain 
access to a mobile device and perform illegal criminal activities. It requires 
the hacker to install malware into the mobile device through many devious 
ways that are very difficult to track or trace. Malware could be used to alter or 
execute actions without the owner’s permission, such as sending prompt or 
subitaneous text messages to contacts, charging phone bills or acquiring  
successful control over the mobile device.

b. Spyware is known as a program used by hackers which utilises private or 
confidential data without consent for illicit motives, whereby it usually targets 
sensitive information such as owner’s list of contacts, phone call records, 
text messages, real-time location, gallery images, browser history and email 
addresses.

c. Privacy threat could occur when hackers alters or erase the mobile device’s 
data using a software applications that are not somewhat program codes. The 
sensitive data within the mobile device are visible to the attacker and can easily 
be exploited for different purposes that are ill-natured.

d. Vulnerable application refers to applications that have holes that could be 
exploited by hackers to sneak into the mobile device and gaining full control 
over the mobile device. Once control over the mobile device is established, 
hackers can easily acquire personal or sensitive information, execute unfavour-
able activities against user’s will such as rendering certain services useless and 
force download unknown applications without authorization.

The second category is physical threat. The authors refer physical threat as a 
security incident which involved a mobile device being stolen or lost in the process. 
Mobile devices have a greater chance of being lost or stolen than laptops due to the 
features of mobile devices such as its small size, lightweight and easy to carry, thus 
making it the perfect target of attackers. An attacker that had successfully obtained 
physical access to a mobile device will proceed with other malicious activities that 
are conducted from the attacker’s computer. The mobile device will display an image 
of a malicious system that is trying to install a harmful software or attempting for 
data extraction. Further added that mobile devices could be misused by attackers 
in several ways such as creating a fake identity by using the personal information 
contained inside the mobile device or by selling sensitive or confidential data to the 
black-market for profit motives [7, 8].

The third category is network-based threats. Most of the mobile devices used 
by consumers are usually connected to wireless network interface such as Wi-Fi 
or Bluetooth, the use of these network interfaces carries certain risks. It makes 
mobile devices vulnerable towards malicious activities such as wireless eavesdrop-
ping that is performed using off-the -shelf software such as Aircrack-ng Suite or 
Wifite. Attackers could exploit the network to plant malwares on mobile devices 
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unnoticeably whenever a mobile device is connected to a wireless or cellular 
network. Once the malware has been installed, it will give attackers free access to 
the mobile device, allowing them to modify or extract any confidential or sensi-
tive information within the mobile device. Also, attackers can use the method of 
Wi-Fi sniffing to conduct criminal activities by reading, monitoring or altering 
any unencrypted data that is travelling in the same network [9–11]. Mobile device 
manufacturers introduce unintentional flaws or vulnerabilities into their own 
devices such as the incident with Samsung’s Android SwiftKey keyboard which was 
discovered to be susceptible to eavesdropping attempts. Another similar incident 
occurred with Apple devices, specifically the iPhone’s Operating System (iOS) 
where the “No iOS Zone” flaw causes any iOS devices within range to automatically 
connect to a malicious fabricated network and constantly crashes those devices. 
In addition Web-based threats are known as threats that involve user’s interaction 
with online services through the access of the Internet, which could be divided into 
smaller categories which are (a) Phishing scams, (b) Drive-By downloads and (c) 
Browser exploit [5, 8, 12, 13].

a. Phishing scams happens when users are being delivered through their email, 
text messages or social media links that appears to originate from a legitimate 
company or organisations when in reality it is a scam. The main purpose is to 
trick users, individuals or organisation, into disclosing sensitive or confidential 
information such as debit/credit card number or passwords.

b. Drive-by-downloads occurs when a hacker obtains illegal access to a mobile 
device as a result of a user opening up a web page or clicking on a link found on 
a website. It will then trigger an automatic download of malicious applications 
that wasn’t consented by the user.

c. Browser exploit is described as a devastating code that allows hackers to exploit 
the unsecured data within the mobile operating system. It could also be described 
as malicious software that aims to alter a mobile browser’s settings without any 
consent that is usually triggered when a user had visited unsafe websites.

Another research classifies cyber threats into two different aspects which are 
the technical aspect and the management aspect of mobile security. The technical 
aspect of mobile device cyber threat are quite similar to what was described by 
previous researchers, where it consisted of device security threats, network security 
threats, services security threats and content security threats. However, there was 
one factor that wasn’t touched on in the two previous research but was present 
within this research work, and it was concerning on the management aspect of 
cyber threat in mobile devices [1, 14, 15].

The management aspect of mobile device cyber threat studies the threats that 
are associated with the security policy of mobile devices, which can be broken down 
into three categories namely (a) application distribution environment security 
threat, (b) law institutional security threat and (c) domestic and foreign enterprise 
environment security threat.

Cyber security in mobile devices.
However, the study revealed measurement of users that may possibly undertake 

in order to protect their personal data stored inside their mobile device [16–18]. One 
of it is by using password or PIN lock features to ensure that only the user can access 
the device and prevent outsiders from accessing it. Also, users should only connect 
their mobile device to wireless networks that are protected by a password and avoid 
connecting the device to public networks as public networks raises the chances of 
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the user being compromised. Users that have their devices with Bluetooth enabled 
should set it to non-discoverable to other users so that attackers will not be able to 
sneak in and steal the user’s sensitive data and the user’s contact number should 
never be revealed easily to other people as it might be used to execute ill-intent 
activities.

Basic steps that users can exercise to protect their mobile devices from cyber 
threats such as (1) Regular or prompt update of operating system, (2) Device root-
ing or jailbreaking prevention, (3) Mobile applications management and (4) Mobile 
antivirus.

1. Regular or prompt update of operating system - when mobile devices run on 
outdated operating system (OS) such as Android or iOS, these devices are 
much more vulnerable to cyber attacks, such as the entry of malicious applica-
tions into the mobile device. This situation could have been prevented if the 
latest operating system had been updated on time and without delay.

2. Device rooting or jailbreaking prevention - When users decided to root or jail-
break the operating system on their mobile device for certain personal reasons, 
users should remind themselves the gravity and consequences of it because at 
the moment they do so, the responsibility of the privacy and security of their 
mobile device have transferred from the developers to the users themselves. 
Users should also be informed that cyber threats such as spyware are more 
likely target devices that are rooted or jailbroken.

3. Mobile applications management - Users should install mobile applications 
from trusted and secure source such as Apple store or Google store and avoid 
installing from untrusted sites from the internet. By downloading applications 
from trusted sources, users do not need to worry about security as the applica-
tions are scanned for any vulnerabilities before installed and the installed ap-
plications will automatically be updated to fix any vulnerabilities in the future.

4. Mobile antivirus - Installing a mobile antivirus may seem ineffective for Apple 
devices as Apple ensures that it will not be allowing any applications from 
gaining any permission it needs to execute any damage. It may seem redundant 
to install a mobile antivirus in Android devices as Android restricts any app in-
stallation from sources other than Google store but for users that tend to install 
applications from outside sources, an antivirus will protect the device to some 
extent from unknown threats originating from the installed applications.

Moreover, a set of security solution was proposed as function as it can be imple-
mented by organisations and enterprises to manage mobile device security [19–22]. 
The first solution is by creating a general policy that includes the restrictions on the 
use of mobile devices within the organisation such as restrictions on user access and 
application access tools and hardware such as cameras, removable storages such 
as USB flash drive and hard disk drive (HDD) as well as to local OS services, for 
instance inbuilt email, web browser, contact and calendars. The policy also includes 
guidelines on the management of wireless network management such as Wi-Fi or 
Bluetooth and additionally limits personnel’s access to organisation’s services based 
on the mobile device’s brand, model, software client version and OS status (ensures 
device is not rooted or jailbroken). Any suspicious actions will be monitored, 
detected and reported back to the management and once it has been found that the 
actions has violated the general policy, further actions and reprimandation will 
automatically take place accordingly.
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network. Once the malware has been installed, it will give attackers free access to 
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that wasn’t consented by the user.

c. Browser exploit is described as a devastating code that allows hackers to exploit 
the unsecured data within the mobile operating system. It could also be described 
as malicious software that aims to alter a mobile browser’s settings without any 
consent that is usually triggered when a user had visited unsafe websites.

Another research classifies cyber threats into two different aspects which are 
the technical aspect and the management aspect of mobile security. The technical 
aspect of mobile device cyber threat are quite similar to what was described by 
previous researchers, where it consisted of device security threats, network security 
threats, services security threats and content security threats. However, there was 
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of it is by using password or PIN lock features to ensure that only the user can access 
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the user being compromised. Users that have their devices with Bluetooth enabled 
should set it to non-discoverable to other users so that attackers will not be able to 
sneak in and steal the user’s sensitive data and the user’s contact number should 
never be revealed easily to other people as it might be used to execute ill-intent 
activities.

Basic steps that users can exercise to protect their mobile devices from cyber 
threats such as (1) Regular or prompt update of operating system, (2) Device root-
ing or jailbreaking prevention, (3) Mobile applications management and (4) Mobile 
antivirus.

1. Regular or prompt update of operating system - when mobile devices run on 
outdated operating system (OS) such as Android or iOS, these devices are 
much more vulnerable to cyber attacks, such as the entry of malicious applica-
tions into the mobile device. This situation could have been prevented if the 
latest operating system had been updated on time and without delay.

2. Device rooting or jailbreaking prevention - When users decided to root or jail-
break the operating system on their mobile device for certain personal reasons, 
users should remind themselves the gravity and consequences of it because at 
the moment they do so, the responsibility of the privacy and security of their 
mobile device have transferred from the developers to the users themselves. 
Users should also be informed that cyber threats such as spyware are more 
likely target devices that are rooted or jailbroken.

3. Mobile applications management - Users should install mobile applications 
from trusted and secure source such as Apple store or Google store and avoid 
installing from untrusted sites from the internet. By downloading applications 
from trusted sources, users do not need to worry about security as the applica-
tions are scanned for any vulnerabilities before installed and the installed ap-
plications will automatically be updated to fix any vulnerabilities in the future.

4. Mobile antivirus - Installing a mobile antivirus may seem ineffective for Apple 
devices as Apple ensures that it will not be allowing any applications from 
gaining any permission it needs to execute any damage. It may seem redundant 
to install a mobile antivirus in Android devices as Android restricts any app in-
stallation from sources other than Google store but for users that tend to install 
applications from outside sources, an antivirus will protect the device to some 
extent from unknown threats originating from the installed applications.

Moreover, a set of security solution was proposed as function as it can be imple-
mented by organisations and enterprises to manage mobile device security [19–22]. 
The first solution is by creating a general policy that includes the restrictions on the 
use of mobile devices within the organisation such as restrictions on user access and 
application access tools and hardware such as cameras, removable storages such 
as USB flash drive and hard disk drive (HDD) as well as to local OS services, for 
instance inbuilt email, web browser, contact and calendars. The policy also includes 
guidelines on the management of wireless network management such as Wi-Fi or 
Bluetooth and additionally limits personnel’s access to organisation’s services based 
on the mobile device’s brand, model, software client version and OS status (ensures 
device is not rooted or jailbroken). Any suspicious actions will be monitored, 
detected and reported back to the management and once it has been found that the 
actions has violated the general policy, further actions and reprimandation will 
automatically take place accordingly.
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The second solution concerns on the data storage and communication within 
the organisation. The management should strongly encrypt organisation’s con-
fidential data that are contained within the built-in storage as well as the remov-
able media storage and any device that will be reissued to other personnel must 
first be wiped to clean the data previously stored in it. Additionally, if any of the 
organisation’s device is assumed to be lost or stolen by unknown instigators that 
by any chance cannot be trusted, the management should initiate remote wipe 
on the device to prevent confidential information from being harvested by mali-
cious attackers [16, 23–25]. Another way to prevent the mobile device from being 
accessed illegally is by implementing a configuration that has wipe feature within 
its devices that will automatically factory-resets all the data within after it detected 
several failed authentication attempts. The organisation should also aim at hav-
ing a secure data communication between organisation and mobile devices by 
encrypting it using Virtual Private Network (VPN) or other encryption tools that 
suits their needs.

The third solution is based on the device and user authentication. A user 
authentication step should be implemented before any personnel could access the 
organisation’s data and resources, which could be in the form of password or other 
various authentication such as token-based or domain authentication. The organ-
isation should also include certain parameters for password characters, password 
length and the maximum number of retries allowed before the device is locked out 
or wiped. In cases where a user has requested a password reset or was locked out 
of the mobile device, the administrator should be able to restore the user’s access 
to it remotely. Any device that is suspected to be accessed in an unsecured loca-
tion should be remotely locked under the supervision of the administrator and 
any device that is in an inactive state for a certain period of time should be locked 
automatically by the device itself.

The final solution involves restrictions on various aspects of mobile applica-
tions. The management should restrict the list of app stores that can be accessed 
by personnel to download mobile applications or instead, the management could 
issue applications from a chosen application store. In addition, the installation of 
certain applications should also be restricted through the process of whitelisting 
and blacklisting. There should also be a restriction on what device location are 
permissible for the application to access such as storage access or camera access. The 
digital signatures found in applications should be verified to ensure that the appli-
cations installed are from a safe and trusted source and that the code wasn’t altered 
in any way.

3. Methodology

The evaluation method which has been utilised by countless researchers in 
obtaining research data known as the questionnaire method was implemented in 
this study. A random sampling method has also been chosen and implemented as a 
method of collecting the research data in this study. The nature of questionnaires 
asked will be focused on the topic of cyber threats, cyber security and its relation-
ship with SMD. Through the employment of the random sampling method, a set of 
questionnaires have been distributed within the duration of approximately three 
months to the targeted group of respondents. Other platforms as well as social 
media had also been utilised to distribute the online survey such as WhatsApp and 
Instagram. The target respondents of this study are focusing particularly on the 
youths which include the generation-Z strictly. This particular group of respondents 
have been chosen as they represent the majority of mobile device users that are 
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technologically literate. A variety of respondents with different gender, background 
and educational level had taken part in the study. A total of 109 respondents have 
participated in the online questionnaire where almost all of the respondents are 
within the age range of 20–29 years old which matches the targeted group of 
respondent previously mentioned before.

4. Findings and analysis

The data analysis will be made according to each of the section that has been 
created within the survey questionnaire as follows:

• Demographics

• General section

• Password security

• Application security

• Email and Account security

• Personal security

• Knowledge and Attitude towards mobile security

Demographics.
In this section, the questions asked the respondents about their gender, their age 

group, their current status as well as their present educational level.
Referring to Figure 4, out of 114 respondents that participated in the survey, 

67.5% of them are female respondents and consequently 32.5% of them are male 
respondents, thus highlighting that a majority of the respondents are female. 
When looking at the age range of the respondents who have answered the survey 
questions, a large number of them are within the age range of 20–29 years old 
which contributes to a high 83.3% of total respondents. The rest of the respondents 
originated from two other age groups where 15.8% of the respondents are aged 
below 18 years old while the remaining percentage are within the age group of 
30–39 years old.

Figure 4. 
Respondents demographic.
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It has been observed in Figure 5, that amongst the respondents, 49.1% of them 
are students from Universiti Teknologi Brunei, 13.2% of them are students from 
Universiti Brunei Darussalam, 5.3% of them are from Politeknik Brunei and 11.4% 
of the respondents came from various other public or a private higher institutions 
such as Institute of Brunei Technical Education (IBTE), Laksamana College (LCB), 
Cosmopolitan College of Commerce & Technology and Micronet International 
College. Additionally, the survey also received responses from non-university stu-
dents where it comprises of 7.9% from high school students, 7.9% from the working 
population as well as 5.3% from the unemployed population.

General Section.
In this section, the questions that were asked were focused on finding out the 

type of mobile device the youths are generally using, their general purpose of 
using a mobile device as well as the frequency of internet connectivity amongst 
the youths.

Figure 6 shows the questions that were asked within the general section of the 
survey questionnaire. When respondents were asked about the type of smart mobile 
device they are currently using, there are 86 respondents that uses Android devices 
which contributes to 75.4% of the chart, 24 respondents that uses Apple devices 
which contributes to 21.1% of the chart and a small number of respondents which 
is 4 respondents uses both Android and Apple devices thus contributing to 3.5% 
of the chart. An assumption was made in this survey whereby every respondents 
that answers the survey has at least one mobile device, which is the reason why the 
question directly asks its respondents the type of mobile device used. It can be seen 

Figure 5. 
Education background.

Figure 6. 
Smart Mobile device usability.
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that majority of the respondents favours the android devices compared to the apple 
devices which is proven by the results shown on the charts.

Also, when the respondents were asked about their general purpose of using a 
mobile phone, the respondents have chosen various purposes as the survey ques-
tionnaire allowed them to choose more than one purpose. The chart shows that 111 
out of 114 respondents which agreed that one of the main purpose of using a mobile 
device is to keep in touch with family and friends. The chart also showed that 95 
respondents uses a mobile device to share videos, picture or music, 89 respondents 
uses their mobile device to play games, 76 respondents uses their mobile device to 
make online transactions, 74 respondents uses their mobile device to perform online 
banking, 60 respondents utilises their mobile device to make professional and busi-
ness contacts and 51 respondents uses their mobile device to create new friends.

There were also some minority purposes chosen by the respondents where 7 
respondents believes their purpose of using a mobile device is to go on social media 
platforms, 3 respondents uses their mobile device to watch entertainment, 2 respon-
dents uses their mobile devices to take pictures and lastly, one respondent each 
believes that their purpose of using a mobile device is to either surf the internet, 
read news, listen to radio, download video, create digital notebooks or doing some 
phone modification. This means that most of the respondents feel that it is safe to 
use their mobile device to do important activities such as maintaining communica-
tion as well as making online/bank transactions. It also acts as an indicator that 
the respondents felt it is secure enough to send and share videos, music or pictures 
amongst themselves and their friends through their mobile devices.

Figure 7 shows that when the respondents are asked about how frequent they are 
connected to the internet, 100% of the respondents agreed that they are constantly 
connected to the internet and when asked about how they are connected to the 
internet in which they are given three choices, 95.4% of the respondents are con-
nected through the Wi-Fi medium, 93.6% of the respondents are connected through 
their mobile data (cellular connection) and 25.7% of the respondents are connected 
through the use of hotspot. Another assumption was made while doing the survey 
which believes that almost all respondents are constantly connected to the internet 
and this assumption was proven through the survey results whereby 100% of the 
respondents stated that they are frequently connected to the internet. It is inevitable 
for the users of mobile device to be constantly connected to the internet because 
within this technological era, the only way to maintain communication and receive 
information is through the use of internet.

Password Security Section.
In this section, the questions asked were focused on discovering respondent’s 

behaviour and habit in regard to the security of their mobile device and the network 
they are using to surf the internet.

Figure 7. 
Internet connectivity types.
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In Figure 8, when the respondents were asked about how frequent their network 
password are changed, 43.0% of the chart which accounts to 49 respondents rarely 
changes their network password, 26.3% of the chart which accounts for 30 respon-
dents changes their password sometimes, 23.7% of the chart which accounts for 27 
respondents never changed their password, 4.4% of the chart which accounts for 5 
respondents frequently changes their password and finally, only 2.6% of the chart 
which accounts for 3 respondents always changes their password.

It is important to change the network password regularly as it is one of the 
simple measures to avoid people from silently stealing the user’s network data 
unconsciously. Few of the dangers of not changing the network password regularly 
is that the users might be exposed to network attacks such as sniffing or eavesdrop-
ping and there might also be illicit entities or hackers that had previously obtained 
the password to enter the network, hacked into the user’s network and using the 
network to perform unlawful actions.

In Figure 9, when the respondents were asked about what type of security 
measure they have implemented to their mobile device, the responses received 
were divided into few categories. About 40.4% of the respondents uses fingerprint 
protection only, 24.6% of the respondents uses password protection only, 11.4% of 
the respondents employs solely pattern protection, 2.6% of the respondents uses 
face protection measure and 5.3% does not employ any kind of protection measure. 
There were also respondents that utilises multiple protection measures for their 
mobile device where 12.3% of the respondents uses a combination of two protec-
tion measures and 3.5% of the respondents uses a combination of three protection 
measures.

It can be seen that many users tend choose fingerprint lock compared to other 
security measures such as password or pattern. It is considered as the best option 
because fingerprint is a unique identifier of each individual person and since it is 

Figure 8. 
Changing the passport.

Figure 9. 
Security measuring.
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hard to obtain someone else’s fingerprint, it makes it difficult for attackers to gain 
access to the mobile device. Password and pattern are also good measures of secu-
rity lock for mobile devices, but it has a disadvantage. As all smart mobile devices 
have touch screen input, any act of accessing the mobile device by using the pattern 
or password lock will inevitably leave smudges or residues of the screen which could 
be used by attacker to retrace the pattern and access the device. But then again it 
will take the attacker some time to figure out the pattern correctly, hence it is still 
better for a mobile device to be protected by a security measure rather than having 
none at all in order to reduce the risk of being breached.

The final question asked within this sub-section was aimed at discovering 
how frequent does the respondents change their mobile screen lock or protection 
measure and it was seen that 43.0% of the respondents which contributes to 49 
respondents rarely changes their mobile screen lock, 34.2% of the respondents 
which is equivalent to 39 respondents never changed their mobile screen lock, 17.5% 
of the respondents which contributes to 20 respondents alter their mobile screen 
lock sometimes and 5.3% of the respondents which is equivalent to 6 respondents 
frequently changes their mobile screen lock.

It can also be see that many respondents have never change their mobile screen 
lock or rarely do so. The act of changing the mobile screen lock regularly is particu-
larly important to users that implement password and pattern lock measures. It will 
reduce the user’s risk of being breached physically or virtually and if the worst case 
comes whereby an attacker that aims to breach the device had figured out some of 
the correct password or pattern, the process of regularly changing the lock screen 
will ensure that these attackers will fail in their attempt.

Application security section.
In this section, the respondents were asked on questions that were inter-related 

in nature that aims at revealing respondent’s behaviour as well as awareness towards 
the security of applications.

In Figure 10, when the respondents were asked about whether the respondents 
have installed any mobile applications from unknown sources, 71.9% of the respon-
dents agreed that they have installed applications from unknown sources while 
the remaining 28.1% of the respondents have never installed applications to their 
mobile device from unknown sources. When users downloads applications from 
unknown sources, it means that users are downloading third party applications 
from third party app stores rather than the official stores such as Google or Apple 
store. Third party applications are known for being risky because these applications 
has been created by other creators or programmers and not made by the manufac-
turer of the mobile device or the operating system of the mobile device. Basically 
these applications cannot be guaranteed safe and secure for use or free from 
malware by the mobile device’s manufacturer as they came from unknown sources.

Figure 10. 
Apps installation from unknown sources.
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Figure 11 shows two charts which reflect the in-depth questions that were 
aimed towards the security aspect of applications, where one of the questions asked 
whether they have read the End User-Licence Agreement (EULA) and privacy pol-
icy before installing any applications. The chart shows that 56.1% of the respondents 
have never read it, 36.8% of the respondents have read the policy sometimes and 
the remaining 7.0% of the respondents always reads the policy prior to installing 
any applications to their mobile device. When users are being prompted to install 
any application, there will usually be a window which request the users to deny or 
agree to the agreement stated in the application’s privacy and policy which includes 
the EULA policy. It is very important for users to read these policies because some 
these policies will state the purpose and the time period for using the user’s personal 
data and information as well as how users are supposed to use their manufacturer’s 
applications without breaking any of the policies.

The respondents were also asked on whether they have read the application’s 
phone access permissions before installing any application and it was revealed that 
46.5% of the respondents always reads it before installing any applications, 36.0% 
of the respondents reads it sometimes while 17.5% of the respondents never reads 
it. Prior to installing any application to a mobile device, the application will request 
the user’s permission to access certain folders or areas within the mobile device 
such as the camera, storage, location and more. Before accepting such permissions, 
users must first read the “phone access permission” carefully so that can evaluate 
for themselves whether it is safe to do so instead of just accepting any permissions 
because there might be instances where some applications requested certain per-
mission that it does not necessarily needs. The act of just accepting any permissions 
that prompt up could lead in the user handing over their information willingly and 
unknowingly to shady application developers or fraudulent data miner, which could 
further result in the exposure and breach of the user’s personal information.

Email and Account Security.
In this section, the questions asked were aimed at measuring and assessing 

respondent’s tendency as well as awareness towards the security aspect of email and 
accounts.

In Figure 12, when the respondents were asked a question on whether they 
would initially check the authenticity of the sender before opening the attachment 
received. The second chart shows that 67 respondents which would always check 
the authenticity of the sender before opening the attachment, 41 respondents would 
sometimes check for the authenticity while the remaining 6 respondents had never 
checked the authenticity of the sender. This is a good indicator that shows users are 
taking precautionary measures to protect themselves from harmful attacks that are 
being orchestrated through the medium of emails and even text messages. These 

Figure 11. 
Security aspects of apps.
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attackers could be sending emails or attachments that may seem to be from a legit 
sender such as official corporations initially but it is a scam that aims to trick the 
users to open, download or click the sent attachment or link. When users success-
fully downloaded it, the virus will start to spread to other emails or contact list 
thus as a result endangering other users as well. Hence, this behaviour of checking 
the sender serves a good measure to protect user’s mobile device and the sensitive 
information contained in it from being harmed.

Additionally, when respondents were asked whether the respondents sign out 
from their email or personal accounts after using them, the graph showed that only 
18 out of 114 respondents always logs out from their accounts after use wile 46 
respondents does log out from their accounts sometimes and 50 respondents had 
never signed out from their accounts after using them. Most users that accessed 
their personal accounts through their mobile device tend to tend to stay logged in 
rather than logging out after using them. This might pose risk and dangers to user’s 
personal data and information because if someone unknown such as an intruder 
gained access to a user’s mobile device such as in the case of mobile device theft, 
these intruders could easily access the user’s personal accounts as they are already 
logged in and it makes it possible for the intruder to steal the user’s identity this 
way. Hence, the behaviour of logging out from personal accounts after using them 
is a best practice to ensure that the user’s sensitive and personal data are constantly 
protected from any possibilities of malicious actions.

Personal security.
In this section, the questions that were asked to respondents were focused on the 

security aspect of respondent’s personal data in their mobile device and their action 
in securing it. The result shows that 66.7% of the respondents stores their confi-
dential or sensitive data within their mobile device while 33.3% of the respondents 
does not store any within their mobile device. Many users considers their mobile as 
an item that is very near and personal to their owners and it is also regarded very 
crucial as it usually kept the user’s sensitive or confidential information which is 
proven from the results stated above. Due to the mobility of mobile devices, users 
tend to keep their confidential or sensitive information within their mobile devices 
since it allows users to access is much faster compared to other means. It is necessar-
ily not wrong for users to keep their precious data within their mobile devices, but it 
is recommended for users to set up the most optimum level of security measures to 
their mobile devices in case it is under a threat of being compromised or breached 
by malicious entities. Then, when the respondents were asked next on whether they 
have installed any security software such as anti-virus within their mobile device, 
only 39.4% of the respondents installs a security software within their mobile 
device while the remaining 60.6% of the respondents do not equip or install any 
security software to protect their mobile device.

Figure 12. 
Sender authenticity.
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because there might be instances where some applications requested certain per-
mission that it does not necessarily needs. The act of just accepting any permissions 
that prompt up could lead in the user handing over their information willingly and 
unknowingly to shady application developers or fraudulent data miner, which could 
further result in the exposure and breach of the user’s personal information.

Email and Account Security.
In this section, the questions asked were aimed at measuring and assessing 

respondent’s tendency as well as awareness towards the security aspect of email and 
accounts.

In Figure 12, when the respondents were asked a question on whether they 
would initially check the authenticity of the sender before opening the attachment 
received. The second chart shows that 67 respondents which would always check 
the authenticity of the sender before opening the attachment, 41 respondents would 
sometimes check for the authenticity while the remaining 6 respondents had never 
checked the authenticity of the sender. This is a good indicator that shows users are 
taking precautionary measures to protect themselves from harmful attacks that are 
being orchestrated through the medium of emails and even text messages. These 

Figure 11. 
Security aspects of apps.
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attackers could be sending emails or attachments that may seem to be from a legit 
sender such as official corporations initially but it is a scam that aims to trick the 
users to open, download or click the sent attachment or link. When users success-
fully downloaded it, the virus will start to spread to other emails or contact list 
thus as a result endangering other users as well. Hence, this behaviour of checking 
the sender serves a good measure to protect user’s mobile device and the sensitive 
information contained in it from being harmed.

Additionally, when respondents were asked whether the respondents sign out 
from their email or personal accounts after using them, the graph showed that only 
18 out of 114 respondents always logs out from their accounts after use wile 46 
respondents does log out from their accounts sometimes and 50 respondents had 
never signed out from their accounts after using them. Most users that accessed 
their personal accounts through their mobile device tend to tend to stay logged in 
rather than logging out after using them. This might pose risk and dangers to user’s 
personal data and information because if someone unknown such as an intruder 
gained access to a user’s mobile device such as in the case of mobile device theft, 
these intruders could easily access the user’s personal accounts as they are already 
logged in and it makes it possible for the intruder to steal the user’s identity this 
way. Hence, the behaviour of logging out from personal accounts after using them 
is a best practice to ensure that the user’s sensitive and personal data are constantly 
protected from any possibilities of malicious actions.

Personal security.
In this section, the questions that were asked to respondents were focused on the 

security aspect of respondent’s personal data in their mobile device and their action 
in securing it. The result shows that 66.7% of the respondents stores their confi-
dential or sensitive data within their mobile device while 33.3% of the respondents 
does not store any within their mobile device. Many users considers their mobile as 
an item that is very near and personal to their owners and it is also regarded very 
crucial as it usually kept the user’s sensitive or confidential information which is 
proven from the results stated above. Due to the mobility of mobile devices, users 
tend to keep their confidential or sensitive information within their mobile devices 
since it allows users to access is much faster compared to other means. It is necessar-
ily not wrong for users to keep their precious data within their mobile devices, but it 
is recommended for users to set up the most optimum level of security measures to 
their mobile devices in case it is under a threat of being compromised or breached 
by malicious entities. Then, when the respondents were asked next on whether they 
have installed any security software such as anti-virus within their mobile device, 
only 39.4% of the respondents installs a security software within their mobile 
device while the remaining 60.6% of the respondents do not equip or install any 
security software to protect their mobile device.

Figure 12. 
Sender authenticity.
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From the results, it is observed that many users believes that installing security 
software or applications such as anti-virus is not crucial or important for their 
mobile device. Thus, when these respondents were asked on their main reason for 
not installing any security software, various answers have been received where 
one of responses mention that their mobile device already had a built-in antivirus, 
hence the absence of need to install another anti-virus. There are few similar 
responses that were made by different respondents where some of it mentions that 
some respondents did not know the existence of an anti-virus for a mobile device 
and some had problems choosing an anti-virus that is trustworthy to be installed. 
Some of the respondents also stated that it is not necessary to install an anti-virus 
because they believed that they have not installed any malicious programmes or 
applications to their mobile device. A few of the respondents are hesitant to install a 
security software due to the need to pay for it while some are blatantly has no desire 
to install one at all as they deem anti-virus as unnecessary.

Various kind of behaviours in these responses reflects that many users are 
having a lack of awareness and knowledge on the importance and benefits of 
having an anti-virus within their mobile device which is worrying in general. For 
instance, users are hesitant to install an anti-virus software because they assumed 
that the built-in anti-virus is sufficient and it makes users think their mobile device 
is safe enough. But it still does not justify the reason for not installing any security 
software because there is no operating system that is completely secure and invul-
nerable from cyber risk and danger. Malicious programs, applications, viruses or 
malwares could still infiltrate mobile devices through every possible way which is 
why it is recommended for users to set layers of protection for their mobile device 
instead of being negligent and over-reliant on the built-in protection within their 
mobile device.

Then, a question was also asked to the respondents that have installed anti-virus 
on their mobile device on whether they regularly update their mobile security 
software. The responses that were received was surprising because out of 44 
respondents, 18 respondents relied heavily on the auto-update feature of their 
mobile device to update their anti-virus, 16 respondents regularly updates their 
anti-virus and the remaining 10 respondents rarely updates their anti-virus. This 
indicates that there are over reliance amongst users towards the automatic update 
function in their mobile device’s operating system or the anti-virus itself. Users that 
rarely updates their anti-virus or only relying on automatic update are usually the 
type of users that assume that it is “good enough” to have an anti-virus that prevents 
harmful activities being done to their mobile device.

Knowledge and attitude towards mobile security.
Within this last section of the survey questionnaire, the questions asked are 

aimed at measuring the respondent’s level of knowledge towards mobile security as 
well as their attitude on the subject of security within mobile devices.

In Figure 13, when the respondents were asked on whether they have experience 
any privacy or security breach on their respective mobile devices, 97 respondents 
which contributes to 85.1% of the chart had never experienced anything similar 
before while 17 respondents which is equivalent to 14.9% of the chart have expe-
rienced a privacy or security breach on their mobile device beforehand. It can be 
assumed that these 17 respondents or users might have become victim to privacy 
or security incidents due user’s lack of security measures implementation to their 
data and mobile device. Thus, due to a prior experience in a privacy or security 
breach, these users might have increased their knowledge on this matter and started 
tightening their security measures in their effort to prevent the incident from hap-
pening again. On the other hand, it also shows that most of the respondents have 
never experienced such incidents which might be due to sufficient implementation 
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of some security measures to protect their mobile device and their personal data. 
But it is gravely reminded for users not become negligent and starts lowering down 
their security efforts because attacker will always look for those small opportunities 
to perform malicious activities.

Then, when the respondents were asked on whether they are aware of the latest 
security as well as privacy issues that is occurring to mobile devices, 65.8% of the 
respondents are apparently not aware of any mobile security issues while 34.2% of the 
respondents are aware of the security issues that are trending nowadays and happening 
to mobile devices. This means that most of the mobile device users are not educating 
themselves with the latest security incidents and happenings associated with mobile 
devices. It is a fact that many cyber crime related cases such as privacy and security 
issues are not being publicised and the society rarely hears anything about these issues 
but it does not mean that users should not take any initiative in educating themselves 
especially within this era of digitalization. It is important to be updated with such 
matters because the information gained by reading, researching and knowing how the 
security issues happen could turn out to be useful to users. Users which had before-
hand known of such incidents could equip themselves with the useful information and 
when users are encountering a similar incident, users knows the know-how to handle 
such matters and not be tricked by the scheme created by attackers.

Additionally, the respondents were asked on whether they would be willing to 
use an application that have previously suffered a privacy or security issue. The 
chart in Figure 14, shows that 46.5% of the respondents might be willing to use 
such applications, 49.1% of the respondents were not willing to use such applica-
tions and the remaining 4.4% of the respondents are willing to use applications 
that have previously suffered a privacy or security issue. When the respondents 
were further asked as to why they are not willing to use them, various respondents 
provided similar answers. Some respondents believed that an application that has 
been breached or hacked is not secure enough for users to use, some have lost their 
trust to use a breached app and many respondents believed such application is not 
secure at all and prioritise over their desire to protect their data and privacy.

A similar in-depth question was also asked to respondents as to why they might 
give it another chance to use applications that previously had security or privacy 
issues, there are a number of responses received from various respondents that were 
similar in nature. Many respondents stated their desire to use the app once the issue 
had been fixed, resolved or patched while some respondents believed they will do 
so depending on several factors which are the availability of the app, the necessity 
of the app, the rating of the app and the severity of the security issue that occurred 
before. Several respondents also highlighted that they will only use the app if they 
know or were informed of the true cause of the issue, for instance a security breach 
that occurred might not have been caused by the developer itself but by the users of 

Figure 13. 
Smart Mobile devices security breaches.
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From the results, it is observed that many users believes that installing security 
software or applications such as anti-virus is not crucial or important for their 
mobile device. Thus, when these respondents were asked on their main reason for 
not installing any security software, various answers have been received where 
one of responses mention that their mobile device already had a built-in antivirus, 
hence the absence of need to install another anti-virus. There are few similar 
responses that were made by different respondents where some of it mentions that 
some respondents did not know the existence of an anti-virus for a mobile device 
and some had problems choosing an anti-virus that is trustworthy to be installed. 
Some of the respondents also stated that it is not necessary to install an anti-virus 
because they believed that they have not installed any malicious programmes or 
applications to their mobile device. A few of the respondents are hesitant to install a 
security software due to the need to pay for it while some are blatantly has no desire 
to install one at all as they deem anti-virus as unnecessary.

Various kind of behaviours in these responses reflects that many users are 
having a lack of awareness and knowledge on the importance and benefits of 
having an anti-virus within their mobile device which is worrying in general. For 
instance, users are hesitant to install an anti-virus software because they assumed 
that the built-in anti-virus is sufficient and it makes users think their mobile device 
is safe enough. But it still does not justify the reason for not installing any security 
software because there is no operating system that is completely secure and invul-
nerable from cyber risk and danger. Malicious programs, applications, viruses or 
malwares could still infiltrate mobile devices through every possible way which is 
why it is recommended for users to set layers of protection for their mobile device 
instead of being negligent and over-reliant on the built-in protection within their 
mobile device.

Then, a question was also asked to the respondents that have installed anti-virus 
on their mobile device on whether they regularly update their mobile security 
software. The responses that were received was surprising because out of 44 
respondents, 18 respondents relied heavily on the auto-update feature of their 
mobile device to update their anti-virus, 16 respondents regularly updates their 
anti-virus and the remaining 10 respondents rarely updates their anti-virus. This 
indicates that there are over reliance amongst users towards the automatic update 
function in their mobile device’s operating system or the anti-virus itself. Users that 
rarely updates their anti-virus or only relying on automatic update are usually the 
type of users that assume that it is “good enough” to have an anti-virus that prevents 
harmful activities being done to their mobile device.

Knowledge and attitude towards mobile security.
Within this last section of the survey questionnaire, the questions asked are 

aimed at measuring the respondent’s level of knowledge towards mobile security as 
well as their attitude on the subject of security within mobile devices.

In Figure 13, when the respondents were asked on whether they have experience 
any privacy or security breach on their respective mobile devices, 97 respondents 
which contributes to 85.1% of the chart had never experienced anything similar 
before while 17 respondents which is equivalent to 14.9% of the chart have expe-
rienced a privacy or security breach on their mobile device beforehand. It can be 
assumed that these 17 respondents or users might have become victim to privacy 
or security incidents due user’s lack of security measures implementation to their 
data and mobile device. Thus, due to a prior experience in a privacy or security 
breach, these users might have increased their knowledge on this matter and started 
tightening their security measures in their effort to prevent the incident from hap-
pening again. On the other hand, it also shows that most of the respondents have 
never experienced such incidents which might be due to sufficient implementation 
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of some security measures to protect their mobile device and their personal data. 
But it is gravely reminded for users not become negligent and starts lowering down 
their security efforts because attacker will always look for those small opportunities 
to perform malicious activities.

Then, when the respondents were asked on whether they are aware of the latest 
security as well as privacy issues that is occurring to mobile devices, 65.8% of the 
respondents are apparently not aware of any mobile security issues while 34.2% of the 
respondents are aware of the security issues that are trending nowadays and happening 
to mobile devices. This means that most of the mobile device users are not educating 
themselves with the latest security incidents and happenings associated with mobile 
devices. It is a fact that many cyber crime related cases such as privacy and security 
issues are not being publicised and the society rarely hears anything about these issues 
but it does not mean that users should not take any initiative in educating themselves 
especially within this era of digitalization. It is important to be updated with such 
matters because the information gained by reading, researching and knowing how the 
security issues happen could turn out to be useful to users. Users which had before-
hand known of such incidents could equip themselves with the useful information and 
when users are encountering a similar incident, users knows the know-how to handle 
such matters and not be tricked by the scheme created by attackers.

Additionally, the respondents were asked on whether they would be willing to 
use an application that have previously suffered a privacy or security issue. The 
chart in Figure 14, shows that 46.5% of the respondents might be willing to use 
such applications, 49.1% of the respondents were not willing to use such applica-
tions and the remaining 4.4% of the respondents are willing to use applications 
that have previously suffered a privacy or security issue. When the respondents 
were further asked as to why they are not willing to use them, various respondents 
provided similar answers. Some respondents believed that an application that has 
been breached or hacked is not secure enough for users to use, some have lost their 
trust to use a breached app and many respondents believed such application is not 
secure at all and prioritise over their desire to protect their data and privacy.

A similar in-depth question was also asked to respondents as to why they might 
give it another chance to use applications that previously had security or privacy 
issues, there are a number of responses received from various respondents that were 
similar in nature. Many respondents stated their desire to use the app once the issue 
had been fixed, resolved or patched while some respondents believed they will do 
so depending on several factors which are the availability of the app, the necessity 
of the app, the rating of the app and the severity of the security issue that occurred 
before. Several respondents also highlighted that they will only use the app if they 
know or were informed of the true cause of the issue, for instance a security breach 
that occurred might not have been caused by the developer itself but by the users of 

Figure 13. 
Smart Mobile devices security breaches.
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the application itself. If it was in such instances, then these respondents are willing 
to use the application once more.

Lastly, when the respondents were asked on whether they think cyber security 
is important for mobile devices, 99.1% of the respondents agrees on the importance 
of cyber security for mobile devices while 0.9% of the respondents disagrees 
and believes that cyber security is unimportant for mobile devices. Almost all 
respondents believed that cyber security is important to mobile devices because 
the respondents believed that cyber security will protect their personal or sensitive 
data, their privacy as well as confidentiality that were available within their mobile 
device from being manipulated, misused or taken advantage of. The respondents 
also believed that the presence of cyber security is the most effective way to fight 
against cyber threat issues and reduce the number of cyber crime cases throughout 
the world.

5. Discussion

From the analysis of the survey results in the previous section, it can be seen 
that there are still mobile device users that aren’t taking cyber security measures 
seriously and continued to stay negligent towards the dangers of cyber threats 
occurring to mobile devices. Number of reasons behind user’s behaviour of not 
implementing any security measures in general such as:

• User’s habit of making irrational thoughts or decisions such as clicking 
“I accept” without reading what they are actually agreeing to and not contem-
plating about the consequences of their behaviour

• User’s extreme preference for convenience rather than taking the more difficult 
method namely security

• User’s extreme priority on fulfilling user’s desire rather than going for security 
such as downloading applications that they deem very important when there 
are alternatives that could be a much secure

• The financial costs of opting for security such as purchasing security software 
such as anti-virus is much greater than the security gains felt by the user.

• Users felt that the level of effort required to fully exercise security measures is 
too high such as remembering different passwords for different accounts and 
keeping anti-virus updated regularly.

Figure 14. 
Apps issues towards security.
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• Users do not perceive any benefit and believes their behaviour will not affect 
security at all or users instead justify the cyber risk they perceived such as 
believing connecting themselves to an unsecure website for a short period 
of time is a safe action or by thinking there is no possibility of them being 
attacked or breached

• Users are lacking the knowledge and skills to handle any security issue such as 
ways and method of handling any fraudulent activities they encountered

• Users do not understand that any behaviour they have conducted will have an 
impact on the security risks as well as their level of vulnerability to these risks

• Users are simply forgotten to take on security measures due to various 
distractions encountered while surfing online

In order to increase the level of awareness amongst mobile device users, it is 
necessary to increase their awareness on how each of their actions and behaviour 
could affect the security of their mobile devices. In order to do so, a new framework 
which has been proposed which has been created by analysing and assessing a 
number of factors that influences user’s cyber security behaviour.

Environmental influencers: Design factors.
It has been discovered that creating a good design or interface for a security 

software or application has an impact on user’s willingness to use such applications. 
Interface design is deemed as a crucial property compared to user participation in 
regards to security systems in computer. The rationale behind this discovery is that 
a good design can effectively transmit the correct information in an orderly manner 
to users, thus allowing users to make an accurate and precise decision in regards to 
the system’s state, structure as well as the security aspect of it. When this is applied 
to the context of mobile devices, having a good design such as good visualisations 
and smooth interface allows the security applications to effectively communicate its 
users with the necessary information useful for users to assess their current security 
status and risk as well as making informed decisions. Additionally, it can also pro-
mote constant interactivity with users which will then eventually result in enticing 
user’s involvement and willingness to use such security applications.

Economic factors.
When users are determining themselves on how to behave, they will usually 

conduct a cost benefit analysis on the situation. One of the factors that could affect 
the analysis and consequently their behaviour is the presence of incentives, whether 
they are in the form of positive incentives such as rewards or any sort of benefits 
bestowed to the users or the incentives could also be negative in nature such as the 
cost or punishment for certain conduct or behaviour. When the economic factors 
of performing insecure actions are seen as acceptable to users, they would perform 
those risky actions such as visiting insecure websites and dismissing any security 
risk and credentials that could endanger both the user’s mobile device as well as 
their sensitive information. The relationship between rewards and user’s probability 
of behaving securely and it has been revealed that punishment, rewards as well as 
control assurance has an impact on user’s conformity.

Personal influencers: Knowledge, skills and understanding.
It is very important for users to have the knowledge, understanding as well as 

the skills in order to defend themselves against fraudulent or unlwaful attacks. It is 
necessary for users to be equipped with the essential knowledge in order to perform 
and promote security measures as well as actions. Lack of user’s knowledge in 
regards best security within the security aspect could result in a security failure. But 
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the application itself. If it was in such instances, then these respondents are willing 
to use the application once more.

Lastly, when the respondents were asked on whether they think cyber security 
is important for mobile devices, 99.1% of the respondents agrees on the importance 
of cyber security for mobile devices while 0.9% of the respondents disagrees 
and believes that cyber security is unimportant for mobile devices. Almost all 
respondents believed that cyber security is important to mobile devices because 
the respondents believed that cyber security will protect their personal or sensitive 
data, their privacy as well as confidentiality that were available within their mobile 
device from being manipulated, misused or taken advantage of. The respondents 
also believed that the presence of cyber security is the most effective way to fight 
against cyber threat issues and reduce the number of cyber crime cases throughout 
the world.

5. Discussion

From the analysis of the survey results in the previous section, it can be seen 
that there are still mobile device users that aren’t taking cyber security measures 
seriously and continued to stay negligent towards the dangers of cyber threats 
occurring to mobile devices. Number of reasons behind user’s behaviour of not 
implementing any security measures in general such as:

• User’s habit of making irrational thoughts or decisions such as clicking 
“I accept” without reading what they are actually agreeing to and not contem-
plating about the consequences of their behaviour

• User’s extreme preference for convenience rather than taking the more difficult 
method namely security

• User’s extreme priority on fulfilling user’s desire rather than going for security 
such as downloading applications that they deem very important when there 
are alternatives that could be a much secure

• The financial costs of opting for security such as purchasing security software 
such as anti-virus is much greater than the security gains felt by the user.

• Users felt that the level of effort required to fully exercise security measures is 
too high such as remembering different passwords for different accounts and 
keeping anti-virus updated regularly.
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• Users do not perceive any benefit and believes their behaviour will not affect 
security at all or users instead justify the cyber risk they perceived such as 
believing connecting themselves to an unsecure website for a short period 
of time is a safe action or by thinking there is no possibility of them being 
attacked or breached

• Users are lacking the knowledge and skills to handle any security issue such as 
ways and method of handling any fraudulent activities they encountered

• Users do not understand that any behaviour they have conducted will have an 
impact on the security risks as well as their level of vulnerability to these risks

• Users are simply forgotten to take on security measures due to various 
distractions encountered while surfing online

In order to increase the level of awareness amongst mobile device users, it is 
necessary to increase their awareness on how each of their actions and behaviour 
could affect the security of their mobile devices. In order to do so, a new framework 
which has been proposed which has been created by analysing and assessing a 
number of factors that influences user’s cyber security behaviour.

Environmental influencers: Design factors.
It has been discovered that creating a good design or interface for a security 

software or application has an impact on user’s willingness to use such applications. 
Interface design is deemed as a crucial property compared to user participation in 
regards to security systems in computer. The rationale behind this discovery is that 
a good design can effectively transmit the correct information in an orderly manner 
to users, thus allowing users to make an accurate and precise decision in regards to 
the system’s state, structure as well as the security aspect of it. When this is applied 
to the context of mobile devices, having a good design such as good visualisations 
and smooth interface allows the security applications to effectively communicate its 
users with the necessary information useful for users to assess their current security 
status and risk as well as making informed decisions. Additionally, it can also pro-
mote constant interactivity with users which will then eventually result in enticing 
user’s involvement and willingness to use such security applications.

Economic factors.
When users are determining themselves on how to behave, they will usually 

conduct a cost benefit analysis on the situation. One of the factors that could affect 
the analysis and consequently their behaviour is the presence of incentives, whether 
they are in the form of positive incentives such as rewards or any sort of benefits 
bestowed to the users or the incentives could also be negative in nature such as the 
cost or punishment for certain conduct or behaviour. When the economic factors 
of performing insecure actions are seen as acceptable to users, they would perform 
those risky actions such as visiting insecure websites and dismissing any security 
risk and credentials that could endanger both the user’s mobile device as well as 
their sensitive information. The relationship between rewards and user’s probability 
of behaving securely and it has been revealed that punishment, rewards as well as 
control assurance has an impact on user’s conformity.

Personal influencers: Knowledge, skills and understanding.
It is very important for users to have the knowledge, understanding as well as 

the skills in order to defend themselves against fraudulent or unlwaful attacks. It is 
necessary for users to be equipped with the essential knowledge in order to perform 
and promote security measures as well as actions. Lack of user’s knowledge in 
regards best security within the security aspect could result in a security failure. But 
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one of the challenges faced by users is that it is quite difficult for users to conform 
to best practices of protecting their mobile device because users would not know 
which specific type of attack or risk they will encounter, especially during these 
times where by the nature of cyber attacks are always changing as attackers could 
find many different method to perform fraudulent actions. Due to such uncertain-
ties, users tend to rely on their individual heuristics ability or skills that enables 
users to make quick and efficient judgements as well as decisions within a short 
period of time. However, it is also noted that even though the use of heuristics is 
beneficial, it may lead users to create biases.

On the other hand, the availability and delivery of constant and beneficial 
information is required in order for users to exhibit security behaviours but it is also 
noted that such information might not be enough to inspire or motivate users to 
change their behaviours into a more security oriented in nature. Users still exhibit 
poor security behaviours even after attending cyber awareness training and cam-
paigns and further added that it is not recommended to refer to user’s knowledge 
level as a determiner of good cyber security behaviours.

Perceptions, attitudes and beliefs.
Attitude can be defined as a person’s inclination to judge or assess something in 

a particular way. Attitude has been known to influence an individual’s behaviour, 
whereby individuals and users each own a number of beliefs and attitudes unique 
to themselves that may affect their behaviour in various aspects which also include 
their security behaviours. But it is noted that uncomfortable tensions may occur as a 
result of the misalignment between attitude and behaviours and the only solution to 
solve it is by undergoing change to one’s attitude or behaviour. Within the discus-
sion on the matter of behaviours, it will always involve various different factors 
that interact together in complex ways and researchers have come up with various 
models to illustrate such relationships such as:

1. Rational choice based model - One of the main assumption within the rational 
choice model or also known as rational action model, is that it assumes that 
users has perfect information. What is meant by perfect information here is 
that users are assumed to acquire all information regarding every possible 
choices or alternatives and then users will act on it by behaving in a manner 
that will provide them with the best outcome out of all possible choices. But 
an individual’s act of processing the obtained information does not necessarily 
lead to the generation of a rational behaviour and consequently, individuals 
does not necessarily perform a rational choice in order to achieve the optimum 
result. Hence, according to this model, it can be said that every mobile device 
users are already equipped with the cognitive ability and motivation required 
to make rational decisions when faced with security incidents such as the act of 
applying facts in assessing cyber incidents. However, it is also noted that there 
is a challenge in doing so primarily due to the uncertainties of outcome or end 
results when dealing with anything related to cyber security.

2. Theory and model of planned behaviour - The main motive behind the use of 
the planned behaviour model amongst researchers is to analyse and describe 
the behaviours exhibited by individuals that are equipped with the ability 
to exercise self-control. One of the assumption that has been created within 
this model is that it assumes that any behaviour is planned and any individu-
als that plans to act or behave in a certain way will actually commit to it and 
behave in the way they have initially planned. A fundamental element within 
the planned behaviour model is behavioural intent, where the intention to 
behave in a certain way is subject to the attitude towards the expected outcome 
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of the desired behaviour as well as the evaluation of cost and benefit produce 
by the behaviour. Thus, according to this model, it can be said that when users 
believes that by behaving securely and employing security measures to their 
mobile devices will produce positive outcome to themselves, the users will ef-
fectively perform the security behaviour that they had planned in their minds.

3. Protection motivation model - The protection motivation model was created 
with an intention to aid individuals in resolving and coping with their fear 
appeals and this model believes that the behaviour of individuals are influ-
enced by two appraisals namely the threat appraisal and the coping appraisal. 
The threat appraisal refers to user’s perception on the gravity of an incident 
and user’s perception on the likelihood of an incident or vulnerability while 
the coping appraisal refers to user’s efficacy of the suggested precautionary 
behaviour as well as user’s perception of their own efficacy (self-efficacy).

4. Learning model - One of the assumptions made within the learning model is 
that it assumes that behaviour is a process that individuals need to learn and 
that the learning process is influenced by two different elements which are 
incentives in the form of punishment or rewards and the social environment 
surrounding the individual which includes role models.

5. Change models - Change models are known to be built by the assumption that 
changes in behaviour is a step-by-step process that involves many stages and it 
does not ever occur in a single step or occasion. Researchers have constructed 
various change models and some of the most frequently models that have 
been implemented includes Lewin’s 3-stage model of change management and 
 Kotter’s 8-step theory of change management.

Social influencers: Social norms at home, workplace and lifestyle.
It is in human nature that every person are bound to be influenced by the people 

that surrounds them regularly which includes family members, friends, top manag-
ers, work colleagues or other various entities that could be labelled as a role model 
to the particular individual. In other words, the behaviour, norms or beliefs of 
another person could heavily influence user’s behaviour towards SMD security. In 
the context of organisational workplace, one of the main predictors of employee’s 
behaviour towards the implementation of security policies is how employees 
perceived the expectation set by the managers on complying with the security 
measures or policies. The main reason of employees ignoring the instruction of 
the organisation to employ security practices and measures such as encrypting 
their email messages is primarily due to employee’s not seeing the practices being 
exercised by fellow peers and managers. Thus, within the context of mobile device 
security, it is highlighted that user’s chances of exhibiting security behaviours are 
increased exponentially when the entities or role models surrounding the user is 
exhibiting similar security practices or behaviours. When users feel that they are 
doing an activity that is similar to their role models or the neighbouring people, 
it could result in a sort of connection or “aligned” interest that could significantly 
promote the users of SMD to conduct a set of security behaviour [4, 26].

Generation-Z perception towards SMD Information Security.
It is a widely known fact that generation Z are regarded as the generation of 

youths that does not remember any strand of moments or memories without 
the usage of smart mobile devices, and they are considered as the top targets of 
attackers due to their constant usage of mobile devices. This is where the youth’s 
awareness on cyber threats as well as the best practice of security behaviour on SMD 



Data Integrity and Quality

134
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lead to the generation of a rational behaviour and consequently, individuals 
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to make rational decisions when faced with security incidents such as the act of 
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2. Theory and model of planned behaviour - The main motive behind the use of 
the planned behaviour model amongst researchers is to analyse and describe 
the behaviours exhibited by individuals that are equipped with the ability 
to exercise self-control. One of the assumption that has been created within 
this model is that it assumes that any behaviour is planned and any individu-
als that plans to act or behave in a certain way will actually commit to it and 
behave in the way they have initially planned. A fundamental element within 
the planned behaviour model is behavioural intent, where the intention to 
behave in a certain way is subject to the attitude towards the expected outcome 
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comes into the bigger picture. The generation Z was observed to express concerns 
on the security of their mobile devices where within the research, it was discovered 
that about 40% of the Generation Z youths expressed their desire to be able to know 
the person they are communicating with when making online shopping or retail 
through authentication so that they are able to trust the person they are interact-
ing with. It further added that generation Z are also concerned on various aspects 
of security such as the likelihood of their mobile device being hacked and the risk 
associated with cyber crimes which includes fraud and identity theft.

Even though it seemed that the Generation Z are actively concerned about 
security issues, there were also evidence from other research which states that the 
Gen-Z are overconfident in their ability to tackle security issues. In other hand, the 
Gen-Z assumed to themselves that they are very cyber secure but in reality, it was 
the vice versa. It was proven so from the survey conducted by the researcher where 
in one of the questions, the researcher discovered that the 96% of the Gen-Z youths 
believes that they are able to keep their personal or sensitive online data save but 
in another question, it was revealed that the 32% of the Gen-Z respondents have 
not put in little to no effort in creating their passwords. Within another question, 
it was also revealed that 78% of Gen-Z youths agreed that they had created and 
used the same passwords for various personal accounts. It is also revealed in recent 
studies that most of the Gen-Z youths are more open or encouraged to the idea of 
balancing between their desirability for a greater personalised experience and their 
concerns on security/privacy issues. However, generation Z are 25% more prone 
opt for a digital world compared to generation X and boomers, where in that digital 
world applications and websites have the ability to forecast and deliver what the 
user requires at any period of time. Here, the Gen-Z youths which accounts to 45% 
of total Gen-Z respondents were willing to give out their data in order to experience 
a more personalised environment at the cost of their privacy. The Gen-Z youths 
founds a website in which the website fails to predict the items they wanted, about 
50% of the Gen-Z respondents will halt their activity on that website and stop 
visiting it.

In conclusion, it can be seen that despite the concerns for cyber security, some of 
the youths are behaving overconfidently towards their ability to protect themselves 
from cyber incidents while some behavioural patterns seen in youths presently 
are their willingness to trade their privacy just for some personalised environ-
ment or experience. One way to solve these behavioural problems is by creating or 
promoting security awareness on their behaviour. There could be different ways to 
solve them, thus this indicates that there is more work and research to be done on 
the topic of SMD information security and its relationship with the main users of 
mobile device, the Generation Z.

Effect of security awareness to customer trust.
Various researches had been established and conducted that was looking into 

the relationship between awareness of security and customer trust. There are 
possibility of risk associated with their transaction such as trust as well as privacy 
risk when a vendor or an organisation requested users to provide information that 
are considered irrelevant for the transaction such as asking questions on the user’s 
age or gender. Trust amongst public towards organisations or corporations had 
been deteriorating for the past few years and one of the main rationale behind the 
drop of public trust is due to the advancement of cyber crime and cyber criminals, 
especially within this technologically advanced era.

Their study further revealed that there is a strong relationship between cyber 
security and user’s assurance or trust towards an organisation. In the study, 53% of 
the respondents revealed that their perception of an organisation as a brand that 
can be trusted were based on the strict and meticulous security measures they had 
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to undergo during the sign in process, and also, 49% of the respondents revealed 
that their experience of never encountering any security issues acted as an indicator 
for choosing which organisation to trust. Furthermore, 47% of the users within the 
study revealed to have stayed with their chosen organisations in which they assume 
to be more secure that other organisations.

6. Conclusion

In summary, with the increase in SMD usage contributed by the Generation Z 
youths, it is expected that more cyber attacks or incidents such as malware will be 
aimed towards the mobile device users. The study is aimed at measuring the level of 
smart mobile device security and privacy awareness. Firstly, a survey questionnaire 
was conducted in order to measure the level of awareness of SMD security amongst 
Generation Z youths.

The major findings of the survey showed that on average 43% of the users rarely 
changed their network and mobile screen password. It is also found out that over 
56.1% users have never read the EULA policy before installing any applications 
and about 43.8% users always stay logged in after using their personal accounts. 
Additionally, more than 50% of users have stored sensitive data within their mobile 
device but 61.4% users have not installed any security software or applications to 
their mobile device, thus making their sensitive data vulnerable to cyber attacks.

Secondly, a new framework have been proposed in order to increase the aware-
ness level of mobile device users which is based on the security behaviours exhib-
ited by SMD users. Within the framework, it is highlighted that in order to increase 
the level of SMD security and privacy awareness, users need increase their level of 
awareness on security behaviours by understanding the importance and rationale 
behind various cyber security behaviours.

© 2021 The Author(s). Licensee IntechOpen. This chapter is distributed under the terms 
of the Creative Commons Attribution License (http://creativecommons.org/licenses/
by/3.0), which permits unrestricted use, distribution, and reproduction in any medium, 
provided the original work is properly cited. 
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